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Preface

This textbook is intended to serve a course on mathematical methods of physics that is
often taken by graduate students in their first semester or by undergraduates in their senior
year. I believe the most important topic for first-year graduate students in physics is the
theory of analytic functions. Some students may have had a brief exposure to that subject
as undergraduates, but few are adequately prepared to apply such methods to physics prob-
lems. Therefore, I start with the theory of analytic functions and practically all subsequent
material is based upon it. The primary topics include: theory of analytic functions, integral
transforms, generalized functions, eigenfunction expansions, Green functions, boundary-
value problems, and group theory. This course is designed to prepare students for advanced
treatments of electromagnetic theory and quantum mechanics, but the methods and appli-
cations are more general. Although this is a fairly standard course taught in most major
universities, I was not satisfied with the available textbooks. Some popular but encyclope-
dic books include a broader range of topics, much too broad to cover in one semester at
the depth that I thought necessary for graduate students. Others with a more manageable
length appear to be targeted primarily at undergraduates and relegate to appendices some
of the topics that I believe to be most important. Therefore, I soon found that preparation
of lecture notes for distribution to students was evolving into a textbook-writing project.

I was not able to avoid producing too much material either. I usually chose to skip
most of the chapter on Legendre and Bessel functions, assuming that graduate students
already had some familiarity with them, and instead referred them to a summary of the
properties that are useful for the chapter on boundary-value problems. Other instructors
might choose to omit the chapter on dispersion theory instead because most of it will
probably be covered in the subsequent course on electromagnetism, but I find that subject
more interesting and more fun to discuss than special functions. The chapter on group
theory was prepared at the request of reviewers; although I never reached that topic in one
semester, I hope that it will be useful for those teaching a two-semester course or as a
resource that students will use later on. It may also be useful for one-semester courses at
institutions where the average student already has a sufficiently strong mastery of analytic
functions that the first couple of chapters can be abbreviated or omitted. I believe that
it should be possible to cover most of the remaining material well in a single semester
at any mid-level university. I assume that the calculus of variations will be covered in a
concurrent course on classical mechanics and that the students are already comfortable
with linear algebra, differential equations, and vector calculus. Probability theory, tensor
analysis, and differential geometry are omitted.

A CD containing detailed solutions to all of the problems is available to instructors.
These solutions often employ MATHEMATICA" to perform some of the routine but tedious
manipulations and to prepare figures. Some of these solutions may also be presented as
additional examples of the techniques covered in this course.

Graduate Mathematical Physics. James J. Kelly
Copyright © 2006 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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Note to the Reader

I chose to prepare my lecture notes and subsequent textbook using MATHEMATICA because
I am very enamored of its facility for combining mathematical typesetting with symbolic
manipulation, numerical computation, and graphics into notebook documents approaching
publication quality. However, because students must learn the mathematical techniques in
this course, not just the syntax of a program, practically all derivations in the body of the
text are performed by hand with MATHEMATICA® serving primarily as a word processor.
The figures were also produced using MATHEMATICA® , but most of the code for the figures
has been removed from the main text. And, of course, I often checked my work using the
symbolic manipulation tools of the program. However, I also discovered a disturbingly
large number of integrals that MATHEMATICA evaluated incorrectly. Some of those errors
have been corrected in later versions, perhaps due in part to my error reports, but inevitably
new errors emerged even for integrals that were evaluated correctly in earlier versions! The
lessons that students should learn from my experience is either caveat emptor (let the buyer
beware) and trust but verify. The student must understand the mathematics well enough
to recognize probable errors (the smell test) and to check the results of any mathematical
software. Software is helpful, but no software is perfect! The wetware between your ears
must evaluate the results of the software.

I also adopted some of the notation of MATHEMATICA® because it is often superior to
the traditional notation of mathematical literature. For example, f[x] with square brack-
ets indicates a function f whose argument is x while f(x) with parentheses indicates the
product f x x. Although the target audience would rarely confuse delimiters intended for
grouping with delimiters intended for arguments, anyone who has taught lower-level cour-
ses has witnessed the havoc wrought by ambiguous notations. Therefore, I have gotten
into the habit of using parentheses only for grouping terms, square brackets primarily for
arguments (and commutators), and curly brackets for lists or iterators. Similarly, I use
MATHEMATICA® ’s double-struck symbols i for \/—_1 e for the base of the natural loga-
rithm, dfor differential, etc. Furthermore, I often distinguish between assignments (=) and
equations (==) intended to be solved. I hope that most readers eventually agree that some
of these nontraditional typesetting practices are actually preferable to traditional notation.
Finally, I use several convenient acronyms: wrt for with respect to, rhs for right-hand side,
lhs for left-hand side, and iff for if and only if.

I encourage students to use mathematical software to perform some of the mundane
tasks encountered in homework problems and to plot their solutions. Several examples
are given in the text, where MATHEMATICA" code is sometimes used to perform simple but
tedious algebraic manipulations. However, software should not be used to circumvent the
object of an exercise. For example, if the objective of a problem is to practice an integra-
tion method, then simply quoting MATHEMATICA™s answer is not sufficient and sometimes
would even be incorrect. It should be obvious when computer assistance is appropriate
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Copyright © 2006 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-40637-9



XVI Note to the Reader

and when it is not. Also, please take care to specify the assumptions made in the solu-
tion of problems, carefully identifying the range of validity with respect to any parameters
present.

The student CD that accompanies this book includes the original MATHEMATICA™ note-
book files used to prepare the text and supplementary notebooks that provide solutions to
selected exercises, the code used to prepare figures, and some additional material where
appropriate. We also provide a basic introduction to MATHEMATICA'.



1 Analytic Functions

Abstract. We introduce the theory of functions of a complex variable. Many familiar
functions of real variables become multivalued when extended to complex variables,
requiring branch cuts to establish single-valued definitions. The requirements for
differentiability are developed and the properties of analytic functions are explored
in some detail. The Cauchy integral formula facilitates development of power series
and provides powerful new methods of integration.

1.1 Complex Numbers
1.1.1 Motivation and Definitions

The definition of complex numbers can be motivated by the need to find solutions to
polynomial equations. The simplest example of a polynomial equation without solutions
among the real numbers is z2 == —1. Gauss demonstrated that by defining two solutions
according to

Zz == —l:}z:ii (11)

one can prove that any polynomial equation of degree n has n solutions among complex
numbers of the form z = x + iy where x and y are real and where i*> = —1. This powerful
result is now known as the fundamental theorem of algebra. The object i is described as
an imaginary number because it is not a real number, just as V/2 is an irrational number
because it is not a rational number. A number that may have both real and imaginary com-
ponents, even if either vanishes, is described as complex because it has two parts. Through-
out this course we will discover that the rich properties of functions of complex variables
provide an amazing arsenal of weapons to attack problems in mathematical physics.

The complex numbers can be represented as ordered pairs of real numbers z = (x, y)
that strongly resemble the Cartesian coordinates of a point in the plane. Thus, if we treat
the numbers 1 = (1,0) and i = (0, 1) as basis vectors, the complex numbers z = (x,y) =
x X 1 +yXi=x+ iy can be represented as points in the complex plane, as indicated in
Fig. 1.1. A diagram of this type is often called an Argand diagram. It is useful to define
functions Re or Im that retrieve the real part x = Re[z] or the imaginary part y = Im[z]
of a complex number. Similarly, the modulus, r, and phase, 6, can be defined as the polar
coordinates

r=2 ) f= ArcTan[X] (1.2)
X

by analogy with two-dimensional vectors.

Graduate Mathematical Physics. James J. Kelly
Copyright © 2006 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-40637-9
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x=Re[z]

Figure 1.1. Cartesian and polar representations of complex numbers.

y=Im(z]

21+22

2, 24—

x=Re[z]

Figure 1.2. Addition of complex numbers.

Continuing this analogy, we also define the addition of complex numbers by adding
their components, such that

2= (X Xy ) ez 2 = (X 1) X L+ (v +y,) X (1.3)

as diagrammed in Fig. 1.2. The complex numbers then form a linear vector space and
addition of complex numbers can be performed graphically in exactly the same manner as
for vectors in a plane.

However, the analogy with Cartesian coordinates is not complete and does not extend
to multiplication. The multiplication of two complex numbers is based upon the distribu-
tive property of multiplication

Z]Zz = (.xl + iyl)(xz + ﬂyz)
= X0, + Yy + iy, + x5, (1.4)

= (X = y1)) + i(xyy, + x,;)
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y=Im[z]

Z:(xly)

—0 x=Re[z]
0+

'Z:(—x;_)’) Z*:(X!_y)

Figure 1.3. Inversion and complex conjugation of a complex number.

and the definition i> = —1. The product of two complex numbers is then another complex
number with the components

3% = (x1x2 VY XYy xzyl) (1.5)

More formally, the complex numbers can be represented as ordered pairs of real numbers
z = (x, y) with equality, addition, and multiplication defined by:

==X =Ny =y (1.6)
2+ 2 = (X + X0y, + 7)) (1.7)
1 XZp = (x]x2 = V1Y X1Y2 +x2y1) (1.8)

One can show that these definitions fulfill all the formal requirements of a field, and we
denote the complex number field as C. Thus, the field of real numbers is contained as a
subset, R c C.

It will also be useful to define complex conjugation

complex conjugation: z = (x, y) = z" = (x, —y) (1.9)
and absolute value functions
absolute value: |z] = \/x* +y? (1.10)

with conventional notations. Geometrically, complex conjugation represents reflection
across the real axis, as sketched in Fig. 1.3.
The Re, Im, and Abs functions can now be expressed as

*

o+ 7 -z

Refz] = ===, Imlz] = ===, |z = zz* (1.11)
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Thus, we quickly obtain the following arithmetic facts:

i=01) #=-1 P=-i i*=1
scalar multiplication: c € R = ¢z = (cx, cy)

additive inverse: z = (x,y) = —z=(—x, —y) = z+ (-2) =0 (1.12)

1 - *

multiplicative inverse: 77! = — = % = Z2
x+try x4yl

1.1.2 Triangle Inequalities

Distances between points in the complex plane are calculated using a metric function.
A metric d|a, b] is a real-valued function such that

1. dla,b] > Oforalla +# b

2. dla,b] =0foralla=>

3. dla, b] = d[b, a]

4. dla, b] < dla, c] + d[c, b] for any c.

Thus, the Euclidean metric d[z,, z,] = lz; — 2, = \/ (x; = x,)* + (¥, = y,)* is suitable for
C. Then with geometric reasoning one easily obtains the triangle inequalities:

triangle inequalities : ||z;| — |z,ll < |z, £ 25| < Iz;] + Iz, ] (1.13)

Note that C cannot be ordered (it is not possible to define < properly).

1.1.3 Polar Representation
The function ¢ can be evaluated using the power series
02n+1

io_m(lié)”_“_’lﬁ ‘oo_n—_ B
e _’; . —;( Y o +u;( Y sty = Costel + i inie] (1.14)

giving a result known as Euler’s formula. Thus, we can represent complex numbers in
polar form according to

z=re" = x = rCos[d], (1.15)

2 2

y=rSin[f] with r=|zl=+x"+y~ and 6= arg[z] (1.16)

where r is the modulus or magnitude and 6 is the phase or argument of z. Although addition
of complex numbers is easier with the Cartesian representation, multiplication is usually
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easier using polar notation where the product of two complex numbers becomes

2,2, = ry15(Cos[6,] + i Sin[6, 1)(Cos[6,] + i Sin[6,])
= r,r,(Cos[6,] Cos[6,] — Sin[6, ] Sin[6,] + i(Sin[6,] Cos[6,] + Cos[6, | Sin[6,]))

= r,1,(Cos[6, + 6,] + i Sin[6, + 6,])

_ i(6,+6,)
=rre

(1.17)

Thus, the moduli multiply while the phases add. Note that in this derivation we did not
assume that e%e® = €%, which we have not yet proven for complex arguments, relying
instead upon the Euler formula and established properties for trigonometric functions of
real variables.

Using the polar representation, it also becomes trivial to prove de Moivre’s theorem

()" = " = (Cos[6] + i Sin[6])" = Cos[nd] + i Sin[nd] forintegern.  (1.18)

However, one must be careful in performing calculations of this type. For example, one
cannot simply replace (™)' by " because the equation, z" == w has n solutions {z;, k =
1, n} while €* is a unique complex number. Thus, there are n, n'"-roots of unity, obtained
as follows.

7= reiﬂ — Zn — rneine (119)
P =1=r=1 nf=2kn (1.20)
2tk 2k 2tk
cz= Exp[lzi] - cOs[i] + zzSin[i for k=0,1,2...,n—1 (1.21)
n n n

In the Argand plane, these roots are found at the vertices of a regular n-sided polygon
inscribed within the unit circle with the principal root at z = 1. More generally, the roots

) + 2tk
Zn =w= p@w - = p]/n EXp|:ﬂ¢ il

] for k=0,1,2...,n—1 (1.22)

of ¢ are found at the vertices of a rotated polygon inscribed within the unit circle, as
illustrated in Fig. 1.4.

1.1.4 Argument Function

The graphical representation of complex numbers suggests that we should obtain the phase
using

? y
6 = arctan| - (1.23)
X
but this definition is unsatisfactory because the ratio y/x is not sensitive to the quadrant,
being positive in both first and third and negative in both second and fourth quadrants. Con-
sequently, computer programs using arctan[*] return values limited to the range (-3, 7).
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Figure 1.4. Solid: 6th roots of 1, dashed: 6th roots of €.

A better definition is provided by a quadrant-sensitive extension of the usual arctangent
function

ArcTan[x, y] = ArcTan E] + g(l — Sign[x]) Sign[y] (1.24)

that returns values in the range (—x, 7). (Unfortunately, the order of the arguments is
reversed between Fortran and Mathematica.) Therefore, we define the principal branch
of the argument function by

Arg[z] = Arg[x + iy] = ArcTan[x, y] (1.25)

where - < Arg[z] < 7.
However, the polar representation of complex numbers is not unique because the phase 6
is only defined modulo 2x. Thus,

arg[z] = Arg[z] + 2nn (1.26)

is a multivalued function where # is an arbitrary integer. Note that some authors distinguish
between these functions by using lower case for the multivalued and upper case for the
single-valued version while others rely on context. Consider two points on opposite sides
of the negative real axis, with y — 0% infinitesimally above and y — 0~ infinitesimally
below. Although these points are very close together, Arg[z] changes by 2r across the
negative real axis.

A discontinuity of this type is usually represented by a branch cut. Imagine that the
complex plane is a sheet of paper upon which axes are drawn. Starting at the point (r, 0) one

can reach any point z = (x, y) by drawing a continuous circular arc of radius r = /x> + y*
and we define arg[z] as the angle subtended by that arc. This function is multivalued
because the circular arc can be traversed in either direction or can wind around the origin an
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o Arg[(x,0M))=+n
® Arg[(x,07)]=-n

Figure 1.5. Branch cut for Arg[z].

arbitrary number of times before stopping at its destination. A single-valued version can be
created by making a cut infinitesimally below the negative real axis, as sketched in Fig. 1.5,
that prevents a continuous arc from subtending more than +x radians. Points on the nega-
tive real axis are reached by positive (counterclockwise) arcs with Arg[(—|zl, 0)] = 7 while
points infinitesimally below the negative real axis can only be reached by negative arcs
with Arg[(—lzl, 07)] — —n. Thus, Arg[z] is single-valued and is continuous on any path
that does not cross its branch cut, but is discontinuous across the cut.

The principal branch of the argument function is defined by the restriction -7 <
Arg[z] < n. Notice that one side of this range is open, represented by <, while the other
side is closed, represented by <. This notation indicates that the cut is infinitesimally below
the negative real axis, such that the argument for negative real numbers is 7, not —x. This
choice is not unique, but is the nearly universal convention for the argument and many
related functions. The distinction between < and < many seem to be nitpicking, but atten-
tion to such details is often important in performing accurate derivations and calculations
with functions of complex variables.

Many functions require one or more branch cuts to establish single-valued definitions;
in fact, handling either the multivaluedness of functions of complex variables or the dis-
continuities associated with their single-valued manifestations is often the most difficult
problem encountered in complex analysis. Although our choice of branch cut for Arg[z]
is not unique (any radial cut from the origin to co would serve the same purpose), it is
consistent with the customary definitions of ArcTan, Log, and other elementary func-
tions to be discussed in more detail later. The single-valued version of a function that
is most common is described as its principal branch. For many functions there is con-
siderable flexibility in the choice of branch cut and we are free to make the most conve-
nient choice, provided that we maintain that choice throughout the problem. For example,
in some applications it might prove convenient to define an argument function with the
range —34—" < MyArg|z] < %” using the branch cut shown in Fig. 1.6. Consider the point
7, = (=1, =1) for which the standard argument function gives Arg[z,] = —37/4 while our
new argument function gives MyArg[z,] = 5x/4. These functions are obviously different
because the same input gives different output, but both represent precisely the same ray in
the complex plane. Therefore, we should consider the specification of the branch cuts as
an important part of the definition of a single-valued function and recognize that different
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Figure 1.6. Branch cut for MyArg.

choices of cuts lead to related but different functions.

It is important to recognize that, because of discontinuities across branch cuts, simple
algebraic relationships that apply to multivalent functions of complex variables, often do
not pertain to their monovalent cousins. For example, using the polar representation of the
product of two complex numbers we find

212, = 1y BxpliB) + 6,)] = 12,2, = Iz, llz, | arg[z,z,] = argz, ] + arg[z,] (1.27)

but this relationship for the phase does not necessarily apply to the principal branch
because

Arglz,z,] = arg[z,2,] + 27n
= arg[z;] + arg[z,] - 27n (1.28)
= Arg[z,] + Arg[z,] + 2n(n — n; — n,)

where n must be chosen to ensure that -7 < Arg[z,2,] < & Often the price of single-
valuedness is the awkwardness of discontinuities.

1.2 Take Care with Multivalued Functions

Ambiguities in the definitions of many seemingly innocuous functions require consider-
able care. For example, consider the common replacement

1,
LIPS (1.29)
Z

that one often makes without thinking. Is this apparent equivalence correct? Compare the
following two methods for evaluating these quantities when z — —1.

z=-1=7"= —1:[ (1.30)

7= @ — Z*l/z 7[71/2 _' (131)
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Both calculations look correct, but their results differ in sign. These expressions are not
always interchangeable! One must take more care with multivalued functions.

If we represent the complex number z in Cartesian form z = x + iy where x, y are real,
then

1 1 X =iy

i -z 7 1.32
z x+iy XX+ (1.32)

If x < 0and y » & where ¢ is a positive infinitesimal, then z is just above and z7! is

just below the usual cut in the square-root function (below the negative real axis). Conse-
quently, Arg[z] and Arg[z~'] differ by 27 and the arguments of v/1/z and z~'/2 differ by
7, a negative sign, in the immediate vicinity of the negative real axis. It is usually not a
good idea to use the surd (square-root) symbol for complex variables — for real numbers
that symbol is usually interpreted as the positive square root, but for negative or complex
numbers we should employ a fractional power and define the branch cut explicitly. Then, if
we define —r < Arg[z] < 7 with a cut infinitesimally below the negative real axis the same
cut would be implied for fractional powers and the value of z7!/? determined using polar
notation would be unambiguous on the negative real axis. Furthermore, 1/7"/? = z7!/2
applies everywhere in the cut z-plane without the sign ambiguity encountered above. Of
course, the sign discontinuity across the cut is still present — it is an essential feature of
such functions.

Let us examine the square-root function, w = f[z] = z!/2, in more detail. When z is a
positive real number, the square-root function maps one z onto two values of w = £+/x.
Similar behavior is expected for complex z because there are always two solutions to the
quadratic equation w? == z. In polar notation

. 0
z=ré?, z=w =w= \/;Exp[u'i + nm’] (1.33)

where, by convention, 4/ represents the positive square root for real numbers and where
n = 0, 1 yields two distinct possibilities. Thus, the image of one point in the z-plane is two
points in the w-plane. If we define w = u + iv, the component functions u[x, y] and v[x, y]
can be obtained by solving the equations

x==u>—? y == 2uv (1.34)
Substituting v — y/2u and solving the quadratic equation for u?, we find
, X% Va2 +y?

4t —4iPx —y? =0 = i’ = (1.35)

where the positive root is required in u? to ensure real u. Then, solving for v and rational-
izing the expression under the square root, we obtain

(1.36)
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Figure 1.7. Real and imaginary components of z'/2.
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0.5

-0.5

Arg[Vrei?]
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-1

Figure 1.8. Dependence of Arg[z'/?] upon polar angle.

Finally, taking the positive root of y?, we obtain

N+ +x

2

v = + Sign[y] (1.37)

where the relative sign between u and v is determined by the sign of y. Note that there
are only two, not four, solutions. The principal branches of the component functions are
plotted in Fig. 1.7, where it is customary, though arbitrary, to select the positive branch of
u so that positive square roots are obtained on the positive real axis. Similar figures are
obtained for other positive nonintegral powers, rational or irrational.

Notice that v = Im[+/z] is discontinuous on the negative real axis. The real part is
continuous, but its derivative with respect to y is discontinuous on the negative real axis.
Consider the image of a circular path z = re”, 0 < 6 < 27 under the mapping w = /z.
The argument of w changes abruptly from 7 to —r as the negative real axis is crossed from
above, as sketched in Fig. 1.8.

In order to define a well-behaved monovalent function, we must include in the defi-
nition of f a rule for selecting the appropriate output value when the mapping z — w is
multivalent. The customary solution is to introduce a branch cut along the negative real
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axis by restricting the range of the argument of z to —7 < 6 < 7 and agreeing not to cross
the cut in the z-plane. Thus, Sqrt and Arg employ the same branch cut, shown in Fig. 1.5.
We imagine that the cut is infinitesimally below the negative real axis so that the argument
of negative real numbers is 7 and x < 0 = +/x = iv/Ixl. The discontinuity in Arg[z°]
across the branch cut depends upon «. The end points of the branch cut are known as
branch points at which discontinuities first open. Here, the most important branch point is
at z = 0, but one often says that there is also a branch point at co. This somewhat sloppy
language means that for large |z| the branch cut is parametrized by z = Re™ with R - oo,
but the choice of f remains arbitrary; here we happened to choose 6 = .
Next consider the slightly more complicated function

fld=(Z-1)"=(c-De+D)" (138)

Our experience with the square root suggests that we must pay close attention to the points
z = +1 that are the branch points for (z ¥ 1)!/2. By factoring the argument of the square
root and choosing ranges for the phase of each factor according to

=z-1=re%, -n<6 <nx (1.39)

=z+l=re", -n<l,<n (1.40)

we obtain a single-valued version defined by

filzl = \/EExp[i(w - kﬂ)], ke {0, 1} (1.41)

and the branch cuts indicated in Fig. 1.9. The principal branch is defined, somewhat arbi-
trarily, by k = 0 because that gives a positive root for z on the real axis with x > 1. The two
heavy points show the branch points in the two factors (z + 1)'/? and the lines anchored
by those points show the associated branch cuts. Here we decided to draw both branch
cuts to the left, as is customary for Arg[z] or z'/2, such that both polar angles are defined
in the range —7 < 6, , < 7. Since it is clear that any discontinuities will be found along
the real axis where the two phases may be discontinuous, the structure of the function can
be investigated using strategically chosen points on both sides of the real axis labeled a—f
in the figure and its accompanying Table 1.1. This table shows that f;[z] is discontinuous
across the portion of real axis between the two branch points, namely —1 < x < 1, but
is continuous elsewhere. In effect, the overlapping branch cuts cancel each other in the
region x < —1 because, at least for this function, the discontinuity is simply a sign change;
however, the behavior of overlapping cuts is not always this simple.

Alternatively, if we define the phases according to
zy=z-1=re%, 0<6, <2n (1.42)
=z+1=re? -r1<6,<nx (1.43)

we obtain another version
6, +6
fla = Vi, Exp[i(% + kﬂ)], ke (o, 1) (1.44)

in which the cut in z}/z is now directed toward the right while the cut in zé/z remains to the
left; these cuts are illustrated in Fig. 1.10. The same selection of trial points now produces
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Table 1.1. Selected values of f,[z] defined by Eq. (1.41).

Point x y 0, 0,  filzl

a x> 1 £ 0 0 -1

b x>1 - 0 0 Va2 -1

c -l<x<1 & bg 0 iv1—x?
d -1<x<l1 - -r 0 —iV1-x*
e x<-1 ¢ Vs Vs N |
f x<-1 - -n -1 —-V¥’-1

Y

_ N2
(=1 /@ c 0, a

e
—— & : X

(z+ 11"

Figure 1.9. Branch cuts for f,[z] defined by Eq. (1.41).

Table 1.2 that shows that f,[z] is continuous for —1 < x < 1 but is discontinuous every-
where else on the real axis. Although their algebraic definitions are the same, f;[z] and
Szl are clearly different functions, fraternal twins that are distinguished by their branch
cuts. The choice of cuts is a fundamental aspect of the definition of a single-valued ver-
sion of an inherently multivalued function; the definition is not complete until the cuts are
specified. For any particular application the most appropriate version may depend upon
other aspects of the problem, such as physical boundary conditions, or may be chosen for
convenience. If one is most interested in small values of |z] it will probably be more con-
venient to choose f,[z], but for large values f,[z] is probably preferable, but consistency
must be maintained through any particular problem. Furthermore, although the two ver-
sions suggested here are the most common, they do not exhaust the possibilities.

The moral of this somewhat belabored exercise is that one must be very careful in
manipulating expressions involving complex variables and avoid making unintentional
assumptions about the phases of various subexpressions. Most people tend to be very care-
less with phases, automatically replacing Vs? by s without knowing whether s is positive
or negative or complex. Similarly, many people complain that MATHEMATICA® often does
not perform simplifications that are perceived to be obvious. The reason for this is that
MATHEMATICA® hates to make mistakes and will not make unjustified assumptions about
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Table 1.2. Selected values of f,[z] defined by Eq. (1.44).

Point  x y 0, 6, flzl

a x> 1 £ 0 0 x> =1

b x> 1 - 2 0O |
c -1l<x<1 & b8 0 iv1—x?
d -l<x<1 - 1© 0 iVl —x?
e x<-1 ¢ b b -V -1
f x<-1 -& =& - -1

Yy

e ./@c 0, a
X
b

Figure 1.10. Branch cuts for f,[z] defined by Eq. (1.44).

whether a variable is real or, if it is, about its sign — it assumes that all variables are com-
plex unless told otherwise. The Simplify function has an option that permits the user to
specify permissible assumptions, such as one variable is real, another positive, a third a
negative integer, etc. When you take responsibility for these assumptions, MATHEMATICA’
will usually go much further in simplifying your expressions. Often it still will not reach
the elegant representation that one might find in a textbook, but its manipulations will be
correct and that is what matters most.

1.3 Functions as Mappings

A function f maps the complex variable z = (x, y) into a complex image w = (u, v) accord-
ing to rules specified in the definition w = f[z]. Thus, f maps points in the complex z-plane
onto points in the complex w-plane, a mapping of C — C. For a single-valued function the
image of a point is a point, but for a multiple-valued function the image of a point may
be a set of points. For continuous functions, the image of a line segment (arc) in the input
plane will be one or more arcs in the output plane. Often considerable insight into the prop-
erties of a function may be obtained by examining the images of coordinate lines (lines
of constant x or constant y). Below we analyze the mappings produced by some familiar
functions.
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QIR O o

—-8-6-4-2 46 8

Figure 1.11. Mapping: u + iv = ¢**?. Lines of constant y are mapped onto radial lines while lines
lines of constant x are mapped onto circles in the w-plane.

1.3.1 Mapping: w = &°

The exponential function is defined by the mapping

w = e = "(Cos[y] +iSin[y]) = u + iv = ulx,y] = € Cos[y] v[x,y] = €* Sin[y]
(1.45)

The image of a grid of coordinate lines is sketched in Fig. 1.11. Lines of constant y are
mapped into radial lines, while lines of constant x are mapped into circles. The origin, with
x = 0, is mapped onto the unit circle. Increasingly positive x = x, > 0, mapped onto circles
of exponentially increasing radius e, and increasingly negative x = x, < 0 mapped onto
exponentially tighter circles, practically indiscernible in this figure. Thus, the images of
the coordinate lines remain orthogonal, but the mapping severely distorts distances.

It is important to recognize that the mapping produced by the exponential function is
many-to-one because

Explz + 2nik] = Explz] for integer k (1.46)

is periodic, so that infinitely many input points z = z, + 27k are mapped onto the same
image point. Thus, any strip [y—y,| < 7 in the z-plane is mapped onto the entire w-plane and
neighboring strips would replicate the covering of the w-plane. Consequently, the inverse
function z = log[w] is many-valued because it represents a one-to-many mapping. By
convention, we define the principal branch of the logarithm function

Log(z] = Log[lzl] + i Arg[z] with -7 <Arg[z]l<n (1.47)

by limiting the phase y = Arg[w] to the strip —7 < y < 7 by means of a branch cut along
the negative real axis, as indicated by the thick line in Fig. 1.12. With this convention one
obtains the following principal values:

Log[1] =0 Log[i] = % Log[-1] =ir Log[-i] = —%ﬂ (1.48)
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Figure 1.12. Mapping: u +iv = Exp[x+iy]. The mapping of any strip [y—y,| < 7 covers the w-plane.
The branch cut for the inverse mapping is shown in the w-plane.

One might imagine the w-plane as a circular paper disk with a cut from its edge to the
center, which prevents a continuous curve to be drawn crossing the cut. A vertical line
segment in the z-plane between y = —7 + € and y = m — £ is mapped onto a circular
arc between Arg[w] = —m + ¢ and Arg[w] = & — &. Although the two ends of the arc
approach other from opposite sides of the branch cut as £ —» 0%, they differ in phase by 2x.
Therefore, although the branch cut permits the inverse function z = Log[w] to be defined
as a single-valued mapping w — z, that function is discontinuous across the branch cut.
Often single-valuedness comes only at the expense of discontinuities.

Neighboring strips y, = y, + nz simply remap the entire w-plane. One might imagine
an infinite collection of w-planes, called Riemann sheets, stacked on top of each other such
that curves which cross the branch cut move from one Riemann sheet to the next. The
index n then identifies a particular Riemann sheet, with the principal branch represented
by n = 0. Thus, it is useful to distinguish between a multivalued log and a single-valued
Log defined by

w = ¢* = z = log[w] = log[Iwl] + i arg[w] (1.49)
= log[Iwl] + i Arg[w] + 27in = Log[w] + 27in ’

As a curve winds around the origin of the w-plane in a counterclockwise sense, the
argument increases continuously and each time one crosses the branch cut one moves
from one sheet to the next and increments the winding number n by one unit. Clockwise
winding decrements n, which is permitted to be negative also. Furthermore, the choice
¥y = 0 is not unique and other choices would rotate the branch cut in the w-plane. The
single-valued function produced by the most common choice of branch cut is described as
the principal branch, but for some problems it may become convenient to make a different
choice. However, the branch cuts used for Arg, Log, and related functions are correlated
and must be chosen consistently throughout a particular calculation.

Physics calculations normally must produce a unique answer that can be compared
with a measurable quantity, such that physical functions must be based upon single-valued
functions. Similarly, if one is to compute the value of an expression using a computer
program, there must be a unique result. Numerical methods cannot tolerate multivalued
expressions — the programmer must provide an unambiguous prescription for selecting the
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appropriate branches of multivalued functions; a machine cannot perform that job for you.
It is useful to visualize a function as a machine. When you supply appropriate input, it
produces a definite and predictable output. A function is not really defined until its branch
cuts and its discontinuities across those cuts are completely specified. Furthermore, there
is often considerable flexibility in the selection of cuts that can be exploited to simplify
the problem at hand, one selection for one problem and another for the next. Therefore,
one must always be aware of the branch cuts used to regularize an inherently multivalued
function.

1.3.2 Mapping: w = Sin[z]
The sine function is extended to complex variables by the definition

iz _ ,—iz
Sin[z] = % (1.50)

Using

z=x+iy=> Sin[z] e7(Cos[x] + i Sin[x]) — €’(Cos[x] — i Sin[x])

L y2'i . (1.51)
) + —_
_ ¢ ; Sinfx] + i5—% " Cos[x]
and the familiar definitions
Yy + -y Yy _ o7V
Cosh[y] = & 2@ Sinh[y] = £ 2@ (1.52)

for real variables, the components of the sine function become
u + iv = Sin[x + iy] = u = Sin[x] Cosh[y] v = Cos[x] Sinh[y] (1.53)

The mapping of (x, y) coordinate lines is illustrated in Fig. 1.13. Lines of constant x are
mapped into hyperbolae while lines of constant y are mapped into confocal ellipses with
foci at (4, v) = (x1,0). The definition of the inverse mapping z = ArcSin[w] requires
branch cuts because any strip [x—x,| < 7 is mapped onto the entire w-plane. It is customary
to map the principal branch of ArcSin onto the strip =5 < x < 7, but two choices remain
for the branch cuts. Recognizing that as |x| — 7 the hyperbolic images of the vertical lines
collapse upon the real axis, the most common choice is to place the branch cuts along the
open interval |u| > 1. This choice reduces to the standard definition of ArcSin[x] for real

arguments in the range [x| < 1.
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Figure 1.13. Mapping: u + ¢v = Sin[x + iy]. Lines of constant x are mapped onto hyperbolas while
lines of constant y are mapped onto confocal ellipses.

1.4 Elementary Functions and Their Inverses

1.4.1 Exponential and Logarithm

Some properties of the exponential are preserved by extension from the real axis to the
complex plane. For example, using

e1e” = ¢"1e" (Cosy, | + i Sin[y, ]) (Cos[y,] + i Sin[y,])
="t (Cos[yl] Cosly,] — Sin[y,] Sin[y,]

) ) (1.54)
+i (Sin[y,] Cos[y,] + Cos[y,] Sin[y,]))
=1t (Cos[yl +y,] +iSin[y, + yz])

we find

e = gt (1.55)
Similarly one can easily prove

; e :_ = eia (1.56)
and

(@)" =" for ne Integers (1.57)
for integer n. However, one must generally assume that

(e9)2 £ 12 (1.58)

for arbitrary powers z,. For example, (9" is multivalued, producing » values for inte-

ger n, while e represents a unique complex number.
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We define the multivalent logarithm function w = log[z] in terms of the solutions to
the equation z == €", such that
="

: ) . . (1.59)
z = lzle' ™8 = log[z] = log[lzl] + i arg[z] = Log[lzl] + i Arg[z] + 27in

where the principal value is used for the logarithm of the positive real number |z| and where
n is an arbitrary integer. Thus, this version of the logarithm function produces infinitely
many values for any z . Consequently, we cannot simply replace log[e*] by z during calcu-
lations because
7=x+iy = & = ¢'e” = log[e?] = Log[le®|] + i Arg[e?] + 2min
=x+ iy + 2nn) (1.60)

=z + 2min

is ambiguous. By selecting n — 0, we define the single-valued principal branch as

Log[z] = Log[lzl] + i Arg[z] (1.61)
and obtain
Logle®] =z (1.62)

as expected. On the other hand, some functional relationships that pertain to real arguments
remain true for the multivalent version but are not necessarily true for the principal branch.
For example, from

log[lez] = 10g[|Z1Z2|] + E.arg[21Z2]
= log[lz, llz,IT + rz(arg[zl] + arg[zz]) (1.63)
= log|lz,I] + log[lz,1] + i(arg[z,] + arg[z,])

we find

log[z,z,] = log[z,] + log[z,] (1.64)
but the corresponding relationship for the principal branch

Log(z,2,] = Loglz,] + Log[z,] + 27in (1.65)
is more complicated because we must deduce the appropriate n from the phases of z; and

Zz.

1.4.2 Powers

Powers of a complex number are defined by

2" = Exp|eloglz]| = Exp|a Log[lzI]| Exp|ic arg[z]| (1.66)
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and are generally multivalued. In polar notation we may write
z = re" = z* = Exp|a Log[r]| Exp|ia(0 + 27n)| (1.67)

where n is an integer. This definition conforms to simple expectations for rational expo-
nents and preserves the algebraic relationships

(%) = Exp[Bloglz"1] = Exp|aloglz]| = 2% (1.68)
(212)" = Exp|aloglz,z,]] = Exp|a(loglz,] + loglz, )] = 223 (1.69)

However, these algebraic relationships are generally multivalent. If we use a branch cut for
the logarithm under the negative real axis, the same branch cut must be used for multivalent
powers that are complex, nonintegral, or have negative real parts. The discontinuity in the
argument of z across the branch cut is then

A Arg[z%] = Limit[Arg[x + ig] — Arg[x — ig], € » 0] = Mod[27a, 27| (1.70)

If « 1s rational there are a finite number of Riemann sheets, but for irrational « there are
an infinite number of Riemann sheets. The principal branch is given by

principal branch: z% = Exp[a Log[z]] = Exp[a Log[lzl]] Exp[m Arg[z]] (1.71)

1.4.3 Trigonometric and Hyperbolic Functions

Recognizing that

Cos[x] = % Sin[x] = % Tan[x] = (Sjg;[[’;]] (1.72)
Coshfa] = &4 Sinh[x] = £ =% Tanh[x] = (S:g:;l[[’;]] (1.73)
for x € R, we define
Coslz] = # Sin[z] = @;4[,2 Tan[2] = gt)ns[é]] (1.74)
Coshlz] = & +2W Sinh[z] = < _ZW Tanh[z] = (S:g’:;l[é]] (1.75)
for z € C. Inverting these expressions gives
€ = Cos[z] + i Sin[z] e~ = Cos[z] — i Sin[z] (1.76)
e* = Cosh[z] + Sinh[z] e™* = Cosh[z] — Sinh[z] (1.77)
Obviously,
Cos[-z] = Cos|z] Sin[—z] = — Sin[z] Tan[z] = — Tan[z] (1.78)

Cosh[—z] = Cosh|z] Sinh[-z] = — Sinh[z] Tanh[z] = — Tanh|[z] (1.79)
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and

Cos[iz] = Cosh|[z] Sin[iz] = i Sinh[z] Tan[iz] = i Tanh([z] (1.80)
Cosh[iz] = Cos|z] Sinh[iz] = i Sin[z] Tanh[iz] = i Tan[z] (1.81)

Multiplying out the expressions

Exp[i(z1 + 22)] = Cos|z; + z,] + i Sin[z; + z,]
= (Coslz,] + i Sin[z,])(Cos[z,] + i Sin[z,]) (1.82)
— es’zlem’zz

Exp[i(zl - zz)] = Cos[z; — z,] +iSin[z; — 2,]
= (Coslz,] + i Sin[z,])(Cos[z,] — i Sin[z,]) (1.83)

— eizl e—izz

one quickly deduces the addition formulae

Cos|z, + z,] = Cos[z,] Cos[z,] — Sin[z,] Sin[z, ] (1.84)
Cosh[z; + z,] = Cosh[z,] Cosh[z,] + Sinh[z, ] Sinh[z, ] (1.85)
Sin[z, + z,] = Sin[z,] Cos[z,] + Cos[z,] Sin[z,] (1.86)
Sinh[z, + z,] = Sinh[z,] Cosh[z,] + Cosh[z,] Sinh[z,] (1.87)
and
Cos[z]> + Sin[z]> =1 Cosh[z]? — Sinh[z]?> = 1 (1.88)

Combining these results, we obtain

Cos[x + iy] = Cos[x] Cosh[y] — # Sin[x] Sinh[y] (1.89)
Cosh[x + iy] = Cosh[x] Cos[y] + i Sinh[x] Sin[y] (1.90)
Sin[x + iy] = Sin[x] Cosh[y] + ¢ Cos[x] Sinh[y] (1.91)
Sinh[x + Zy] = Sinh[x] Cos[y] + i Cosh[x] Sin[y] (1.92)

for {x, y} € R. Expressions for the real and imaginary components of inverse trigonometric
functions are developed in the exercises.

1.4.4 Standard Branch Cuts

Although there is often some flexibility in the choice of branch cuts, the cuts for related
functions are correlated. Table 1.3 lists the standard choices for elementary functions, but
other choices can facilitate certain calculations. Parentheses (square brackets) indicate an
open (closed) interval.
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Table 1.3. Standard definitions for principal branch of elementary functions.

Function Branch cuts
Abs none

Arg (=00, 0)
Sqrt (=00, 0)

Z*, nonintegral s with Re[s] > 0  (—o0, 0)

Z*, nonintegral s with Re[s] <0 (=00, 0]
Exp none

Log (=00, 0]
trigonometric functions none

ArcSin, ArcCos

(=00, —1) and (1, o0)

ArcTan (—ioo, —i] and [Z, ico)
ArcCsc and ArcSec (-1, 1)

ArcCot [—i, 7]

hyperbolic functions none

ArcSinh (—ioo, —i) and (i, ico)
ArcCosh (=00, 1)

ArcTanh (—ioo, —i] and [Z, ico)
ArcCsch (=i, 1)

ArcSech (=00, 0] and (1, c0)
ArcCoth [-1, 1]

1.5 Sets, Curves, Regions and Domains

The basic concept used to characterize sets, curves, and regions in the complex plane
is neighborhood. A neighborhood of z;, consists of the set of all points that satisfy the
inequality |z — zy| < &; the radius ¢ is usually assumed to be small. A point z is an interior
point of the set S if there exists a neighborhood containing only points belonging to S.
Conversely, a point is exterior to § if there exists a neighborhood that does not contain any
points belonging to S. Finally, a boundary point is neither interior nor exterior to S because
any neighborhood, no matter how small, contains both points which belong to S and points
which do not. An open set is a set for which every point is an interior point; in other words,
an open set contains none of its boundary points. A closed set, on the other hand, contains
all of its boundary points. The closure of S consists of S plus all of its boundary points and
is denoted S. Note that some sets, such as 0 < |z| < 1, are neither open nor closed because
they contain some but not all of their boundary points, while C is both open and closed
because there are no boundary points. A setis bounded if all points lie within a disk |z]| < R
for some finite R and is unbounded otherwise. Finally, a point z;, is an accumulation point
of § if every neighborhood contains at least one other point that also belongs to S. Thus, a
closed set contains all of its accumulation points and, conversely, any set which contains
all of its accumulation points is closed. For example, the origin is the only accumulation
point of the set {z, = % n =1, co}.

Any set of points that consists only of boundary points constitutes a curve. For exam-
ple, the set of points that satisfy the equation |z — z,| == R describes a circle of radius R
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Figure 1.14. Left: A simply connected domain; right: a mutiply connected domain.

centered on (x,, y,) and is an example of a curve. An arc is a curve described by the para-
metric equation z = (x[¢], y[t]) where x[¢] and y[¢] are continuous real functions of the real
variable 7, ; <t <t . Anarc is simple if it does not intersect itself, in other words if
t, # 1, = z[t] # zlt, ] for e, < 1,1, <t A simple closed curve does not intersect
itself except at the endpoints where z[t, ;.1 = z[t,,.]-

An open set is connected if any pair of points can be joined by a polygonal path that
lies entirely within the set. An open connected set is called a domain. For example, the
annulus 1 < |z] < 2 is a domain because it is open and connected. Any neighborhood is
also a domain. A domain D is described as simply connected if all simple closed curves
within D enclose only points that are also within D and is described as multiply connected
otherwise. A domain together with a subset of its boundary points (none, some, or all) is
called a region. For example, {z 3 Re[z?] > 1 A Re[z] > 0} describes a simply connected
domain while {z 53 1 < [z] < 2} describes a multiply connected region.

1.6 Limits and Continuity

The limit of f[z] as z — z, is defined to be the complex number w,, if for each arbitrarily
small positive number & there exists a positive number ¢ for which 0 < |f[z] —w,| < &
whenever 0 < |z — z)| < 6. Geometrically, this definition requires that the image w = f1[z]
for any point z in a 6-neighborhood of z,, with the possible exception of z,, itself, should
lie within an &-neighborhood of w. Note that this definition requires all points in the
neighborhood of z;, to be mapped within the neighborhood of w, but does not require the
mapping to constitute a domain because the mapping need not produce a connected set.
Furthermore, the limit z — z, may be approached in an arbitrary manner. However, the
present definition does not apply to points z, which lie on the boundary of the domain on
which f[z] is defined because in that case the d-neighborhood contains points at which
f[z] may be undefined. Nevertheless, we can extend the definition of limit by limiting the
requirements on the inequalities to those points in the neighborhood of z,, that lie within
the domain of f.

Direct application of the definition of limits can be quite cumbersome, but a few almost
self-evident theorems are quite helpful.
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Theorem 1. Let f[z] = ulx, y] + iv[x, yl, zy = X, + iy, and wy = u,y + iv,. Then

Lim fz] = w, (1.93)
-7
if and only if
Lim u[x,y]=u, and Lim v[xy]=v, (1.94)
(x,y)—)(x(,,yu) (x,y)—>(x0,yo)

Theorem 2. Let f, = Limmo
1. Lim,_,, (flz] +8lz]) = fy + &

2. Lim_, flzlglz] = fogo

flzland g, = LimHZO glz]. Then

: 2 _ fo ;
3. Lim__ 1L Lifgy#0

-z glal T
4. Limz_% Abs[ f[z]] = Abs[f,]

A function f[z] is continuous at z, if limHZO flzl = flz,] and is continuous in a
region R if it is continuous at all points within that region. Note that this definition implic-
itly requires f[z] and its limit at z, to exist.

Theorem 3. Let f[z] be defined in a neighborhood of z, and suppose that for all points in
that neighborhood f(z] lies within the domain of g[z]. Then if f[z] is continuous at z, and
glzl is continuous at f(z,), it follows that g[ f[z]] is continuous at z,.

Consider a sequence of complex numbers {z,}. The limit of a sequence z, - w requires
that |z, —w| < € whenever n > N[g]. A Cauchy sequence requires |z,—z,,| = 0asn, m — oo.
A sequence converges if and only if it is a Cauchy sequence.

1.7 Differentiability
1.7.1 Cauchy-Riemann Equations

Letw = f[z] = u[x, y] + iv[x, y] be a function of the complex variable z = x + iy and define
its derivative by
Azl —
LT G B

d . A
f'[z]=d7f=hm——

1.95
Az-0 Az Az-0 Az ( )

Although this definition is simply the obvious generalization of the derivative of a real-
valued function of a real variable, the higher dimensionality of complex variables imposes
nontrivial requirements upon differentiable complex functions. The existence of such a
derivative requires

1. f[z] be defined at z
2. flz] # o

3. the limit must be independent of the direction in which Az — 0.
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The independence of direction is a strong condition which leads to the Cauchy—Riemann
equations, henceforth denoted CR. Approaching the limit using variations along coordi-
nate directions, one finds

A j A - -1
Az = Ax— lim ulx + Ax, y] + iv[x + Ax, y] — ulx, y] — iv[x, y]

Ax—0,Ay=0 Ax (1.96)
= @ + i@ |
S ox ox
Az=idy— lim ulx, y + Ayl + vl y * Ayl —ulx, y] = ivlx, yl
Ax=0,Ay—>0 iAy (1.97)
.Ou . ov '
= —]— —
dy  dy
Equating the real and imaginary parts separately, then requires
Ou  0Ov ou v (1.98)

ax dy  dy  ox
The CR equations are necessary but not quite sufficient to ensure differentiability. To obtain

sufficient conditions, we also require continuity of the partial derivatives of component
functions.

Theorem 4. Let f(z] = ulx, y] + iv[x, y] be defined throughout a neighborhood |z — z,| < &
and suppose that the first partial derivatives of u and v wrt x and y exist in that neigh-
borhood and are continuous at z, = (xo, ¥,)- Then f'[z] exists if those partial derivatives
satisfy the Cauchy—Riemann equations

Ou  Ov ou  dv

- = _-_= 1.
ox Oy ay Oox (1.99)

Conversely, if f'[z] exists, then the CR equations are satisfied.

If f[z] is differentiable at z, and throughout a neighborhood of z, then f[z] is described
as analytic (or regular or holomorphic) at z,. If f[z] is analytic everywhere in the finite
complex plane, it is described as entire. Examples of entire functions include Exp, Sin,
Cos, Sinh, and Cosh. Functions which are analytic except on branch cuts include Log,
ArcSin, ArcCos, ArcSinh, and ArcCosh.

Recognizing that the CR equations are linear, it is trivial to demonstrate that if f;[z] and
f>[z] are analytic functions in domains D, and D,, then any linear combination af;[z] +
bf,lz] is also analytic in the overlapping domain D = D, N D,. Similarly, it is straight-
forward, though tedious, to demonstrate that the product f;[z]f,[z] also satisfies the CR
equations and, hence, is analytic in D. Furthermore, one can show that 1/ f,[z] is analytic
in D, where f,[z] # O such that f|[z]/ f,[z] is analytic in D except possibly at the zeros of
the denominator. Finally, if f,[w] is analytic at w = f,[z], then f;[f,[z]] is analytic. Formal
demonstration that these familiar properties of derivatives also apply to analytic functions
of a complex variable is left to the student.
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Example

0 0 0 0
fld=2=u=2-y, v=2= L= 2 _ 5% 1.100)
ox dy  dy ox
The partial derivatives are continuous throughout the complex plane and satisfy the CR
equation; hence, 7’ is entire. In fact, one can show that any polynomial in z is entire.

Example

flzl= =>u=x, v=-y= —=1%—=-1 (1.101)

The partial derivatives are continuous, but do not satisfy CR; hence, z* is nowhere differen-
tiable and is not analytic anywhere. It is important to recognize that functions of a complex
variable can be smooth and continuous without being differentiable. The requirements for
differentiability are stricter for complex variables than for real variables because indepen-
dence from direction imposes correlations between the dependencies upon the real and
imaginary parts of the independent variable. Analytic functions of one complex variable
are not simply functions of two real variables.

1.7.2 Differentiation Rules

Many of the familiar differentiation rules for real functions can be applied to complex
functions. Suppose that f[z] and g[z] are differentiable within overlapping regions. Within
the intersection of those regions, we can derive differentiation rules using the definition in
terms of limits. Alternatively, by separating each function into real and imaginary compo-
nents, one could also employ the CR relations.

For example, one quickly finds that the derivative of a sum

Flz] = flz] + glz]

_ _ _ (1.102)
s lim Flz+Az] - Flz] _ lim flz +Az] = flz] + lim glz + Az] — glz]
Az-0 AZ Az-0 AZ Az—-0 AZ

reduces to the sum of derivatives
Flz] = flz] + glz] = F'lz] = f'lz] + £'lz] (1.103)

if both functions are differentiable. Similarly, the familiar rule for a differentiation of a
product

Flz+Az] - Flz] _ lim Sflz + Azlglz + Az] — flz]glz]

Az Az0 Az

Flz] = flzlglz]l = Ah%
(1.104)
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is obtained using f[z+Az] ~ flz] + f'[z]Az and g[z+ Az] ~ g[z] + g'[z]Az for differentiable
functions and retaining only first-order terms,

lim flz + Azlglz + Az] - flzlelz] _ lim flzlg'[z1Az + f'[z]glz]Az

Az-0 AZ Az-0 AZ ( I 105)
such that
Flz] = flzlglzl = F'[z] = flzlg'[z] + f'[z]glz] (1.106)

By similar reasoning one can verify all standard differentiation rules, subject to obvious
conditions on differentiability of the various parts. Perhaps the most important is the chain
rule

Flzl = glflzl] = F'le] = (¢ WIf'[2l),_ (1.107)

provided that f is differentiable at z and that g is differentiable at w = f[z].

1.8 Properties of Analytic Functions

Suppose that f[z] = u[x, y] + év[x, y] is analytic in domain D and suppose that the sec-
ond partial derivatives of the component functions u and v are continuous in D also. (We
will soon prove that analytic functions are infinitely differentiable so that the component
functions u and v must have continuous partial derivatives of all orders within D.) Differ-
entiation of the CR equations then gives

o _ov_ Pu_ P _ v Pu_ P P

ox dy x> Oxdy  dyox Oy o> oyt
ov ou 0%y *u *u 0%v v Py

ox aiy:@__@xﬁyz_ayax:_ﬁiyzzﬁjLﬁiyz

0 (1.108)
=0 (1.109)

Therefore, both the real and imaginary components of f are harmonic functions that satisfy
Laplace’s equation. Furthermore, comparing the two-dimensional gradients
ou ,du ov | ov -
Vi=3— 49— =f— —9p)— =axV 1.110
" xax y(?y x@y yax " Y ( )
ov  0v ou ,0du -
W=f— +9%— = F— +9— = -AxV 1.111
Y xax yay xay yax e ( )
S Vu-Vv=0 (1.112)

3

2

we find that lines of constant u (level curves) are orthogonal to lines of constant v anywhere
that f’[z] # 0. (Here 71 represents the outward normal to the xy-plane.) If u represents a
potential function, then v represents the corresponding stream function (lines of force), or
vice versa.

Consider, for example, f[z] = z> with u = x> — y? and v = 2xy. If we interpret v as an
electrostatic potential, then u represents lines of force. Figure 1.15 shows equipotentials
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Figure 1.15. Level curves for f[z] = z2 = u + iv are shown as solid for v and dashed for u. If the
solid lines are interpreted as equipotentials, the dashed lines with directions given by -Vv represent
lines of force.

as solid lines, positive in the first quadrant and alternating sign by quadrant, and lines of
force as dashed lines. The arrows indicate the direction of the force, as prescribed by —Vv.
If electrodes were shaped with surfaces parallel to equipotentials, the interior field would
act as an electrostatic quadrupole lens, focussing a beam of positively-charged particles
along the 45° and 225° directions and defocussing along the 135° and 315° directions.
Alternatively, if v represents a magnetostatic potential, then u would represent magnetic
field lines. A beam of positively-charged particles moving into the page would be verti-
cally focussed and horizontally defocussed by a magnetic quadrupole lens whose iron pole
pieces have surfaces shaped by v « xy.

It is also easy to demonstrate that, although harmonic functions may have saddle
points, they cannot have extrema in the finite plane. Hence, neither component of an ana-
lytic function may have an extremum within the domain of analyticity. Figure 1.16 illus-
trates the typical saddle shape for components of an analytic function. Furthermore, the
average value of a harmonic function on a circle is equal to the value of that function of
the center of the circle. Proofs of these hopefully familiar properties of Laplace’s equation
are left to the exercises.

Suppose that Z, is a curve in the z-plane represented by the parametric equations z,[t] =
{x,[f], y,[t]} and that f[z] is analytic in a domain containing Z,, such that the image W, of
that curve in the w-plane is represented by w,[¢] = f[z,[¢]]. The slopes of tangent lines at
a point z, and its image w,, are related by the chain rule, such that

wilt] = f'[z]z)[1] = arg|w/[1]] = arg[z][¢]] + arg[ f'[2,]] (1.113)
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Figure 1.16. Typical saddle: u = x> — y?.

Thus, the mapping f[z] rotates the tangent line through an angle arg[ f"[z,]]. The tangent
to a second curve which passes through the same point z, is rotated by the same amount,

wilt] = f'215]r] = arglws[r]] = arg[z5[1]] + arg[ f[z,]] (1.114)
such that angle between the two curves
arg[w)] — arg[w/] = arg[z}] — arg[z]] (1.115)

is unchanged by the conformal transformation specified by an analytic function f[z]. Sim-
ilarly, distances in the immediate vicinity of z, are scaled by the factor |f’[z,]l, such that

w —wol = 1f"[zo]llz — 2| (1.116)

Therefore, the image of a small triangle in the z-plane is a similar triangle in the w-plane
that is generally rotated and scaled in size.

1.9 Cauchy-Goursat Theorem
1.9.1 Simply Connected Regions

We have seen that the components of analytic functions are harmonic and might be stim-
ulated to pursue analogies with potential theory as far as possible. Remembering that the
line integral about a closed path vanishes for a potential derived from a conservative force,
we seek to evaluate

ng[z]dz=9§(udx—vdy)+i9§(udy+vdx) (1.117)
c c c

for an analytic function f = u + iv of z = x + iy where u[x, y] and v[x, y] are real. If
we require P[x, y] and Qlx, y] to be differentiable within the simply connected region R
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enclosed by the simple closed contour C, we can apply Stoke’s theorem to prove

9§(de+Qdy)=f(a—Q—a—P)dxcﬂy (1.118)
c R\Ox  Qy
Let
V=00 —a Vxi =22 0 (1.119)
ox  Jy

where 7 is normal to the xy-plane and use dX = (dx, dy, 0) as the line element and dd =
nndxdy as the area element to obtain

9S‘d7t-9=fd6'-§><92>9§(de+Qdy)=f(a—Q—a—P)dxdy (1.120)
c R c &\ Ox dy

Applying this result, known as Green’s theorem, to the real and imaginary parts of the line
integral separately, and using the CR conditions for analytic functions, we find

é(udx—vdy):f(—@—@)dxdyzo (1.121)
c r\ Ox dy
9§(udy+vdx):f(@—@)dxazy=o (1.122)
c r\Ox Oy

and conclude that
f analytic for z within C = %f[z] dz=0 (1.123)
c

This result was first obtained by Cauchy, but was later generalized by Goursat. The deriva-
tion above requires not only that f’[z] exist throughout R, but also that it be continuous
therein. The latter restriction can be removed.

Theorem 5. Cauchy—Goursat theorem: If a function f|[z] is analytic at all points on and
within a simple closed contour C, then fc flzldz = 0.

1.9.2 Proof

Consider the closed contour C sketched in Fig. 1.17. Divide the enclosed region R into a
grid of squares and partial squares, whereby

dz = d 1.124
9§f[z] . ;Séff[z] : (1.124)

where the contributions made by shared interior boundaries cancel such that the net con-
tour integral is the sum of the exterior borders of outer partial squares. For each of these
cells, we construct the function

_ Slzl = flz]
=——"

_Zj

8z z;1] - f'lz;] (1.125)
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x=Re[z]

Figure 1.17. Proof of the Cauchy—Goursat theorem. Contours about four of the interior squares are
labeled C,_,. If f[z] is continuous, contributions to the contour integral from shared sides cancel,
leaving only the outer border C that passes through partial squares. In the partial square, labeled Cs,
we identify two distinct points labeled z and zs.

where z and z; are distinct points within or on C; and evaluate its largest modulus

0= Ma"[lM - [zl
z-z;

] (1.126)

For any positive value of &, a finite number of subdivisions is sufficient to ensure that all
1) ; < € because f [z] is differentiable. Thus, we can now write

flal = flz;l + (2] + 6z ;1) 2 — 2) (1.127)

forany z c C i such that

gg flzldz = f[Zj]gg dz+f/[zj]9€(z—zj)dz+9§ olz, z;l(z - z;)dz (1.128)
c c, c, c

The first two terms obviously vanish, leaving

flzldz = ggé[z,z](z—z-)dz (1.129)
9% ; ¢, J J
which can be bounded by

(1.130)

ng[z] dz| < Z
C =

56 olz, z;l(z - zj)dz
C; ’
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Figure 1.18. Wedge contour used for fom Cos[x*] dx.

If 5; is the length of the longest side of partial square C;, then [z —z,| < V2s ;- Furthermore,
I(Sjl < &, such that

565[z,zj](z—zj)afz s\/isjs(4sj+Lj) (1.131)

G

where L; is the length of that part of C; that coincides with C. Because each factor is

bounded and £ — 0 may be taken arbitrarily small, we find that | fc flz] dzl is also arbitrar-
ily small and, hence, must vanish. Therefore, the Cauchy—Goursat theorem is established
without assuming that f” is continuous.

1.9.3 Example

Contour integration of analytic functions provides powerful new methods for evaluation
of otherwise intractable definite integrals. Although we will consider a wider variety later,
for now consider the integral

f N Cos[x*] dx (1.132)
0

which arises in the Fresnel theory of diffraction. It appears to be difficult to evaluate this
integral using standard methods for real variables; nor is it obvious that this integral even
converges. On the other hand, the Cauchy—Goursat theorem ensures that

I= SEExp[llzz]d2=0=Il + 1+ 1, (1.133)
C

for a contour C consisting of a wedge of opening angle 6 = 7 closed by a circular arc at
R — o0; this contour is shown in Fig. 1.18. Consider first the circular arc where

7=Reé"? = ¢ = ExpliR* Cos[26]| Exp|-R* Sin[26]| (1.134)
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Recognizing that 0 < Sin[26] < 1 is positive on the arc, the integrand is damped by a
factor of order e *” such that

Rooo=1=0=1 =-I (1.135)
where

I, = fo ) Cos[x*]dx + i fo ) Sin[x?] dx (1.136)
The return line is represented by

z= %t:mﬂzz %dmizz =e"” (1.137)
such that

L P LR i (1.138)

V2 Jw V2 2

Therefore, equating real and imaginary parts, we find

fm Cos[x’]dx = fm Sin[x*] dx = \/E (1.139)
0 0 8

rather easily. By representing the integrand in terms of analytic functions and choosing a
clever contour, one can perform a surprisingly diverse variety of integrals relatively pain-
lessly. In this case we even obtain two results for the price of one. (What a deal!)

1.10 Cauchy Integral Formula
1.10.1 Integration Around Nonanalytic Regions

Suppose that the region R = R, + R, enclosed by the simple closed contour C includes a
localized region R, where the function f is nonanalytic, but that f is analytic everywhere
else within C. The Cauchy—Goursat theorem can be applied to such a region by deforming
the contour in a manner that encapsulates the problematic region. Figure 1.19 illustrates
this technique. The colored region represents the nonanalytic region R, and the outer circle,
when closed, represents the contour C and is traversed in a positive, counterclockwise,
sense. Note that C need not actually be circular, but it is easier to draw that way. We
imagine drawing line A from C to a point just outside the nonanalytic region. The contour
C, goes around this region in a negative, clockwise sense, remaining within the analytic
region R, ending close to its starting point. We then return along B to the contour C;.
The common path AB traversed in opposite directions between inner and outer contours
is sometimes called a contour wall and serves to create a simply connected region R, for
which the Cauchy—Goursat theorem requires

ff[z]a?z+ff[z]cﬂz+ff[z]dz+ff[z]dz=0 (1.140)
c A B G,
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R; A

R
o\

C;

Figure 1.19. Construction of a contour wall and demonstration that a contour within an analytic
region may be shrink-wrapped around and enclosed nonanalytic region.

Recognizing that, for a continuous integrand, the contributions of A and B must become
equal and opposite as the separation between those paths becomes infinitesimal, we find

ff[z]dz+ff[z]dz=0=>SEf[z]dzz— flzldz (1.141)
A B C G,

Here the negative sign occurs because the inner contour is traversed in the opposite direc-
tion when reached by means of the contour wall. Therefore, the original contour can be
shrink-wrapped about the nonanalytic region without changing the value of the contour
integral.

If the path C encloses several localized nonanalytic regions, we simply construct sev-
eral contour walls. The net contour integral is then just the sum of the contributions
from shrink-wrapped contours around each nonanalytic region. Take care with the signs
though — if the original contour is traversed in a positive sense, the nonanalytic regions
are enclosed in a negative sense by the continuous deformed contour that circumvents
nonanalytic regions. However, recognizing that the entire contour integral vanishes and
that the contour walls cancel, the net integral for a simple contour that encloses nonan-
alytic regions reduces to the sum of the contributions made by shrink-wrapped contours
enclosing the nonanalytic regions in a positive sense. Therefore, if there are N isolated
nonanalytic regions within the simple closed contour C, we find

N
dz = d 1.142
9§f[z] z ; ggf[z] z (1.142)

where each simple closed contour C, encloses one of the nonanalytic regions and is tra-
versed with the same sense as the original contour C.

We postpone consideration of extended nonanalytic regions to the next chapter, but in
the next few sections consider the important special case of an isolated singularity within
the contour.
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1.10.2 Cauchy Integral Formula

Suppose that the contour C lies within a region R in which f[z] is analytic, but that it
surrounds another region R’ in which f is not analytic. We demonstrated above that the
contour can be deformed, such that C —» C” where C’ is immediately outside R’, without
changing the value of the contour integral

ng[z] dz= O flzldz (1.143)
C c’

Thus, a contour integral that encloses a single localized nonanalytic region can be shrink-
wrapped about the border of that region. This result is particularly useful for the case of
an isolated singularity for which the region of nonanalyticity consists of a single point z,,.
Consider the integral

dsm

c §—2Z2

(1.144)

where f is analytic throughout the region enclosed by C while the integrand it singular
at z. If z is outside C the integral vanishes because the integrand is analytic at all points
within C. Alternatively, if z lies within C, we can reduce C to a small circle surrounding z,
such that

s—z=reé = ds = ire" do (1.145)

Thus, the integral can be approximated

EN 7]
95 as?B L 1 56 el i) (1.146)
C C

§—2 re

to arbitrary accuracy as r — 0. Therefore, we obtain the Cauchy integral formula:

Theorem 6. Cauchy integral formula: If a function f|z] is analytic at all points on and
within a simple closed contour C, then f[z] = ﬁ §C ]%Z] ds for any interior point z.

This remarkably powerful theorem requires that the value of an analytic function at any
interior point is uniquely determined by its values on any surrounding closed curve and is
analogous to the two-dimensional form of Gauss’ theorem. The behavior of an analytic

function is severely constrained.

1.10.3 Example: Yukawa Field

Using elementary field theory, the virtual pion field surrounding a nucleon is represented
in momentum space by

- A?
= 1.147
9lql e ( )
The spatial distribution is then obtained from the three-dimensional Fourier transform
dq . - 4r A* [ qSin[gr]
= PR - - I a 1.148
o= [ Sheritg = 555 [ a (1.148)
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Figure 1.20. Great semicircle with enclosed pole at z = iA.

where spherical symmetry and the multipole expansion of the plane wave have been used
to reduce the integral to one dimension. (Alternatively, the angular integrals can be evalu-
ated directly.) Recognizing that the integrand is even, we can write

* ¢ Sin[gr] 1 [ ¢Sin[gr] 1 * qExpligr]
S dd=5 | S gda=5 | 55 dg
0 o "+ A 2l ) ¢ +A

Fin 4173 (1.149)

because the contribution from Cos[qr] vanishes by symmetry. Now consider the contour
integral

I[A] = 9€Zg[—zi]/\d/z (1.150)
) -
where
glzl = (szm) (1.151)

is analytic in the upper half-plane.

If we choose a contour C, shown in Fig. 1.20, consisting of the real axis and a semicircle
in the upper half-plane with R — oo, affectionately called a great semicircle, this integral
can be expressed as

* g Expligr] o Exp[irRew]
Using
Exp|irRe"| = Exp[irR Cos[6]] Exp[-rR Sin[6]] (1.153)

and recognizing that Sin[#] > 0 in the upper half-plane, we realize that the contribution of
the circular arc decreases exponentially with R and vanishes in the limit R — co. Therefore,
with the aid of the Cauchy integral formula

I[A] = 2mig[iA] = ine™™ (1.154)
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we obtain the Yukawa field

A2 e—Ar
Plr] = in

(1.155)
P

that is central to the meson exchange model of the nucleon—nucleon interaction that binds
atomic nuclei together.

1.10.4 Derivatives of Analytic Functions

Let

flal = = Sﬁdwf“”] (1.156)
21t Je

w—=2z

represent a function that is analytic in the domain D containing the simple closed con-
tour C. First we demonstrate that differentiation can be performed under the integral sign.
Using
1 w w
flz+Adl - flz] = —.SEdw( Swl S ])
27 Je w—z-Az w-z
Az fIwl
= — dw
2ni Jo w—z)(w—z—Ag)

(1.157)

we recognize that the left-hand side vanishes in the limit Az — 0 because f[z] is continuous
and must demonstrate that the right-hand side shares this property. Recognizing that the
integrand is analytic everywhere within C except at z, we may reduce the contour to a
small circle of radius r around z. Let M = max[|f[w]|] on the reduced contour, and use the
triangle inequalities to evaluate the maximum modulus of the integrand, such that

FIw] l 3 55 M
Azggdw(w e el A vy
MIAz|

"o —1AZ)

vanishes in the limit Az — O for finite . Thus, we find that

lim JE A - Sl ] SM Sl
C

Az-0 Az T 2ni (w—z)?

= f'lz] = L Sgclwf[w]ﬂ(w—z)_1 (1.159)
21 Jo dz

(1.158)
<2nm

is also analytic within D. Repeating this process, we obtain

ponpgy = S _ 9§dwﬂ (1.160)
C

dz"  2ni (w—z)™*!

by induction. Therefore, we have demonstrated by construction the remarkably powerful
theorem that analytic functions have derivatives of all orders. This also requires all partial
derivatives of its component functions to be continuous in D. This theorem will soon be
used to derive series representations of analytic functions.
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Theorem 7. If a function f is analytic at a point, then derivatives of all orders exist and
are analytic at that point.

1.10.5 Morera’s Theorem

The converse of Cauchy—Goursat theorem is known as Morera’s theorem:

Theorem 8. Morera’s theorem: If a function f[z] is continuous in a simply connected
region R and fﬁc flzldz = 0 for every simple closed contour C within R, then f|z] is
analytic throughout R.

If every closed path integral vanishes, the path integral between two points in the
domain of analyticity D depends only upon the end points and is independent of the path,
provided that the path lies entirely within D. Hence, we define the function F[z] by means
of the definite integral

Flz,] - Flz,] = fzf[z] dz (1.161)
Clearly,
f&z(f[z] — flz)1)dz = Flz,] - Flz,] - (z, — 2)fz,] (1.162)

such that the limit as z, — z,

Z
. J2(fted = flz)) dz L Flnl - Flz,
=11
ZZ_)ZI Zz - Zl Z2_)Zl Zz - Zl

] = flz) = F'lz;] = flz] (1.163)

compares F’[z,] with f[z,]. However, the integral vanishes in the limit of vanishing range
of integration because f[z] is continuous in D, such that

LR - flz))dz
lim = — =0= F'[z,] = flz,] (1.164)
2,27y » — 2

Thus, F[z] is analytic in D with F’[z] = f[z]. Therefore, because the derivative of an
analytic function is also analytic, we conclude that f[z] must also be analytic, proving
Morera’s theorem.

Morera’s theorem is sometimes useful for proving general properties for analytic func-
tions of various types, but is rarely of practical value to more detailed calculations.

1.11 Complex Sequences and Series
1.11.1 Convergence Tests

An infinite sequence of complex numbers {z,,n = 1,2,...} can be represented by com-
bining two sequences of real numbers {x,,n = 1,2,...} and {y,,n = 1,2,...} such that
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z, = x, +1y,. The sequence z, converges to z if for any small positive € there exists an inte-
ger N such that |z, —z| < eforn > N. Convergence of a complex series z,, to z = x + iy then
requires convergence of both x,, to x and y, to y. Many of the properties of real sequences
can be adapted to complex sequences with only minor and obvious changes. Therefore,
we state without proof the Cauchy convergence principle:

Theorem 9. The sequence {z,} converges if and only if for every small positive € there
exists an integer N, such that |z,, — z,| < € for any m,n > N_.

If {z,} and {w, } are two convergent sequences with limits z and w, then {az, + bw,} and
{z,w,} are also convergent sequences with limits az + bw and zw.
An infinite series of complex numbers z, converges if the sequence of partial sums

S, =% (1.165)
k=1

converges to S, such that

limS, =S =5=>"z (1.166)
k=1

If the sequence of partial sums does not converge, the corresponding series diverges.

A series is absolutely convergent if the series of moduli

A (1.167)
k=1

converges. An absolutely convergent series converges, but a convergent series need not
converge absolutely. A convergent series that is not absolutely convergent is described as
conditionally convergent. For example, the alternating harmonic series Y5> (=) /k con-
verges conditionally but not absolutely because Y2, k~! diverges. Term-by-term addition
of convergent series yields another convergent series, but convergence of a series formed
by termwise multiplication requires absolute convergence of the individual series.

If {z,} does not converge to zero, the corresponding series diverges because the sequence
of partial sums will not satisfy the Cauchy convergence condition. However, convergence
of the sequence of terms to zero does not ensure convergence of the series. The most gen-
eral analysis of a series separates its terms into real and imaginary parts and then applies
one of the many tests developed for series of real numbers to the real and imaginary sub-
series separately; the complex series then converges if both its real and imaginary subseries
converge. However, it is usually simpler and often sufficient to test for absolute conver-
gence instead. The following convergence tests familiar for real series can be generalized
to complex series.

Comparison test: 1f 0 < |z;| < a, for sufficiently large k and }, a, converges, then 3}, z,
converges absolutely.
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Ratio test: If |z, /7| < r for all kK > N, then }}, z, converges absolutely if r < 1. Alter-
natively, if r = lim,_,  |z,,,/z,| the series converges absolutely if » < 1 but diverges if
r > 1. This test is inconclusive if r = 1.

Root test: 1f |z,|'* < r for all k > N, then Y}, z, converges absolutely if r < 1. Alterna-
tively, if = lim,_,  Iz,|'/* the series converges absolutely if < 1 but diverges if » > 1.
This test is also inconclusive if » = 1.

Integral test: Suppose that f[k] = |z,| where f[x] is defined for x = n = 1. The series then
converges absolutely if the integral fn “ flx] dx converges.

Note that the ratio test is indeterminate when lim,_, |z, ,/z;| = 1. For example, the har-
monic series z; = k™! diverges while the alternating harmonic series converges. A “sharp-
ened” version, established in the exercises, shows that a series converges absolutely if the

ratio of successive terms takes the form
an+1

aﬂ

~1-2 (1.168)
n

for large n with s > 1.
Often the terms of a series will themselves be functions of a complex variable, z, such
that

fld =) gl (1.169)
k=1

represents a sequence {f,[z]} of partial sums. If such a sequence converges for all z in a
region R, such that

ze€R= flz] = '%i_)rgfn[z] = %i_)rngk[z] (1.170)
=1

then f,[z] is described as a series representation of the function f[z] valid within the con-
vergence region R. Often the convergence region takes the form of a disk, |z —zy| < R, with
center z, and radius of convergence R. If a series converges for all z within |z — z5| < R
but diverges for some points on the circle |z — zy| = R, one still reports a radius of conver-
gence R. The problem then is to determine the radius of convergence.

Example

What is the radius of convergence for a geometric series, Y37, z¥, extended to the complex
plane? According to the ratio test,

Zk+1

Zk

Zpt1
g

=zl (1.171)

this series converges absolutely for any |z] < 1 and diverges for |z| > 1. Thus, the radius of
convergence is 1. Notice that even though the ratio test is inconclusive for |z| = 1, this series
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clearly diverges on the unit circle because the terms do not approach zero. Alternatively,
by the ratio test

lim Iz, 1'% = Izl (1.172)

one finds convergence for |z > 1 and divergence for |z] = 1. Furthermore, one can demon-
strate that

n

. 1
ld<1=lim » *= — (1.173)
n—oo 1 —Z
k=0
within the radius of convergence. Let
n 1= Zn+1
k
= == 1.174
£,z Z z - ( )

k=0

represent a sequence of complex numbers, where the last step is verified by direct multi-
plication

A=A +z+2+...+)=(0+z2+2+...+ -G+ +...+7Y

L (1.175)

Then, separating the constant term (for fixed z) from the variable part of the sequence

1 Zn+1
fld = —— - (1.176)
-z 1-z
and recognizing
n+1
[zl <1 = lim =0 (1.177)
n-oco | — 7
one finds that
1
lzZl < 1= lim f,[z] = 1> (1.178)
n—oo —_ Z
Therefore, the geometric series
|z|<1:>§:z"=L (1.179)
1-z ’

k=0

converges to a simple analytic function within the unit circle, thereby extending a familiar
result from the real axis to the complex plane.

1.11.2 Uniform Convergence

A sequence of functions {f,[z]} is said to converge uniformly to the function f[z] in a

region R if there exists a fixed positive integer N, such that |f,[z] — f[z]| < € for any z
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within R when n > N.. Consequently, a uniformly convergent series f,[z] = X/, g.lz]
provides an approximation to f[z] within R with controllable accuracy — there exists a
finite number of terms, even if large, that guarantees a specified degree of accuracy any-
where within the region of uniform convergence. The region of uniform convergence is
always a subset of the region of convergence. For example, although the geometric series
Y2, Z* converges uniformly to (1 — z)~! within any disk |zl < R < 1 with less than unit
radius and is convergent within |z| < 1, one cannot properly claim uniform convergence
throughout the open region [z| < 1 because the convergence becomes so slow near the cir-
cle of convergence that there will always be points within that region that require more than
N terms to achieve the desired accuracy no matter how large N is chosen. Convergence at
z without uniform convergence within the region of interest is described as pointwise.

The most common test for uniform convergence is offered by the Weierstrass M-test:
The series ), f,[z] is uniformly convergent in region R if there exists a series of positive
constants M, such that |f,[z]| < M, for all zin R and }, M, converges. The proof follows
directly from the comparison test. (For what it’s worth, M stands for majorant.)

The follow theorems for manipulation of uniformly convergent series can be estab-
lished by straightforward generalization of the corresponding results for real functions.

Continuity theorem: auniformly convergent series of continuous functions is continuous.

Combination theorem: the sum or product of two uniformly convergent series is uni-
formly convergent within the overlap of their convergence regions.

Integrability theorem: the integral of a uniformly convergent series of continuous func-
tions is equal to the sum of the integrals of each term.

Differentiability theorem: the derivative of a uniformly convergent series of continuous
functions with continuous derivatives is uniformly convergent and is equal to the sum
of the derivatives of each term.

Furthermore, by combining these results one can obtain the more general Weierstrass the-
orem establishing uniformly convergent series as analytic functions within their conver-
gence regions. Thus, the property of uniform convergence is important because it makes
available all theorems in the theory of analytic functions.

Theorem 10. Weierstrass theorem: If the terms of a series ), g,[z] are analytic throughout
a simply-connected region R and the series converges uniformly throughout R, then its sum
is an analytic function within R and the series may be integrated or differentiated termwise
any number of times.

1.12 Derivatives and Taylor Series for Analytic Functions
1.12.1 Taylor Series

It is now a simple matter to demonstrate the existence of power-series expansions for
analytic functions. Suppose that f is analytic within a disk |z — z;| = R centered upon z,
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and assume that

00

flal =) a,z-z)" (1.180)

n=0
Consider the integral

1 1

=5 dzm (1.181)
evaluated on the circle |z — z,| = R. Using dz = iRe"™ d6, we find that
I = REE A-00 gg = 5 (1.182)
k 2n Jo ¢ ki

vanishes unless k = 1. Therefore, the coefficients of the power series can be evaluated
according to

(n)
1 dz flzl ™zl

a, = — =
" 2mi (z—z)™! n!

(1.183)

Although we performed this calculation using circular contours, the same results would be
obtained for arbitrary simple contours within the analytic region because the singularities
in the integrands are confined to a single point, which can be excised. A power series
centered upon the origin is sometimes called a Maclaurin series while a more general
power series about arbitrary z, is called a Taylor series.

Theorem 11. Taylor series: If a function f is analytic within a disk |z — 75| < R, then the

. () . g
power series fz] = Y. a,(2—2z,)" witha, = % converges to f|z] at all points within
the disk. Conversely, if a power series converges for |z — z,| < R, it represents an analytic

function within that disk.

It is instructive to demonstrate convergence of the power series directly. Expanding

-1 n k
(-2 =(-2)" (1 - %) = (-2 [An ) (i - 20) ] (1.184)
k=0 0

0

where

_ (Z _ ZO)IH—I
(s —2)" (s —2)

the Cauchy integral formula becomes

(1.185)

1 fls] _ N -
flzl = i CcﬂSE = ;ak(z—zo)kwLRn(z—zo) ! (1.186)
where
_ 1 SIs1 Ozl
4= 5 96 a?s(s e e (1.187)
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as before and where the remainder takes the form

L SRt (z = zp)"™!

" e =) (5 -2 (189
Identifying
lz—zol =p, M =max[|f[s]ll, ¢ = min[ls—zl] (1.189)
and choosing a circular contour with
Is—zol=7r>p (1.190)
we find
R | < (’;)"+1 (%M:’ngkn ~0 (1.191)

Thus, this power series converges throughout the region of analyticity that surrounds z,,.
Therefore, the radius of convergence is the distance to the nearest singularity in the com-
plex plane. With more careful analysis, one may find that a Taylor series converges at some
points on the circle of convergence also.

The Taylor series for f[z] about a point z, = (x,, 0) on the real axis has the same form as
the expansion of f[x] interpreted as a function of the real variable x. More importantly, this
extension of the Taylor theorem to the complex plane often provides the simplest method
for evaluating the radius of convergence of a power series. Consider the hyperbolic tangent

15 25 17, 62 4 1382 ,, 21844

Tanhlz] = 2= 30+ 159 7 315% *2835° " 155925° ' 6081075
It is difficult to evaluate the general term and to deduce the radius of convergence from
the real-valued series, but from the function of a complex variable we know immediately
that the radius of convergence is /2 because the nearest roots of Cosh[z] are found at
7z = xin/2.

Sometimes it is necessary to determine the radius of convergence directly from the
terms of the power series. Then one finds

R = (lim

using the ratio test, or

By 1192

an+l

a,

-1
) (1.193)

R = lim |a, |~/ (1.194)

n—o00

using the root test. For example, the Maclaurin series for Log[1 + z] takes the form

Log[l +z] = Z(—)"“% (1.195)

n=1

and one obtains a convergence radius R = 1 using the ratio test. In this case the conver-
gence radius is limited by the branch point at z = —1. Notice that at z = 1 this power series
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reduces to the alternating harmonic series

sl (_)n+l
Z = Log|[2] (1.196)
n
n=1
and thus converges for at least one point on the convergence circle, while at z = —1 the

resulting harmonic series diverges. Applying the root test instead suggests a limit

limn'/" = 1 (1.197)

n—oo

that might not be obvious otherwise.

1.12.2 Cauchy Inequality
Let

M{r] = max,__ |12l (1.198)

represent the maximum modulus of an analytic function on a circle of radius » surrounding
7o We then find that

1 M
la,l < 5 95 dz i = Mr" = la, " < Mlr] (1.199)

constrains the coefficients of the Taylor series.

Theorem 12. Cauchy inequality: If a function f(z] = X", a,(z — 2,)" is analytic and
bounded in D and |f[z]| = M on a circle |z — zy| = r, then |a,|r" < M.

1.12.3 Liouville’s Theorem

Theorem 13. Liouville’s theorem: If a function f|z] is analytic and bounded everywhere
in the complex plane, then f|z] is constant.

According to the Cauchy inequality, if |f[z]l < M for |z| < R, then |a,IR" < M. If this
inequality applies in the limit R — oo, then we must require a,, — 0 for n > 0. Therefore,
if f is not constant, it must have a singularity somewhere. The behavior of functions of a
complex variable is largely determined by the nature and locations of their singularities.

1.12.4 Fundamental Theorem of Algebra

Theorem 14. Fundamental theorem of algebra: Any polynomial P [z] = }_sa,z" of
order n = 1 must have at least one zero z;, 3 P,[zy] = 0 in the finite complex plane.

Although it is difficult to prove the fundamental theorem of algebra using purely alge-
braic means, it is an almost trivial consequence of Liouville’s theorem. If P, [z] has no
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zeros, then the function f[z] = 1/P,[z] would be analytic throughout the entire complex
plane. Recognizing that

=R 00 = IR, {2l = la, R = f12] > o (1.200)
n

it is clear that f[z] is bounded. Thus, Liouville’s theorem requires f to be constant, but
f[z] vanishes in the limit R — oo, which contradicts the absence of zeros in P,. Therefore,
P, must have at least one zero. Factoring out this root, we write P [z] = (z — z,)P,_,[z]
and apply the theorem to P,_,, concluding that it must also have a root if n > 2. Repeating
this process, we determine that a polynomial of degree n must have n roots, although some
might be repeated.

1.12.5 Zeros of Analytic Functions

If a function f[z] is analytic at z,, there exists a disk |z — z,| < R wherein the Taylor series
converges, such that

00

o=zl < R= flzl = ) a,z—7)" (1.201)
n=0
Suppose that z, was chosen to be a root of f[z,] == 0, such that ay = 0. If a; # 0, we
describe z;, as a simple zero of f, butif all ¢, = 0 with n < m while a,, # 0, we describe
2o as a zero of order m. It is then useful to express the Taylor series in the form

flzl = (2= zp)"¢lz] (1.202)

where the auxiliary function

00

olzl = ) a,., (- 2)" (1.203)
n=0
employing the coefficients a, with n = m has the nonzero value ¢[z)] = a,, at z,. Clearly
¢ is continuous at z, and is analytic within the radius of convergence. Therefore, for any
small positive number & there exists a corresponding radius ¢ such that

|p[z] —a,| <& whenever |z—z)l <0 (1.204)
Suppose there were another point z; in a neighborhood of z, where ¢[z,] = 0, such that
¢lz;]=0=la,l <& whenever |z; —z5l <0 (1.205)

can only be satisfied if a,, = 0, contrary to our assumption that z; is a zero of order m.
Therefore, we conclude that if f is analytic and does not vanish identically, there must
exist a neighborhood around any root in which no other root is found; in other words, the
roots of analytic functions are isolated.

Theorem 15. Suppose that a function f[z] is analytic at z, and that f[zy] = 0. Then
there must exist a neighborhood of z, containing no other zeros of f unless f vanishes
identically.
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Figure 1.21. To develop the Laurent series, a small contour C within an analytic region is stretched
toward the limits of the region of analyticity, indicated by C, and C,, with the aid of contour wall.

1.13 Laurent Series
1.13.1 Derivation

A more general expansion which is useful in an analytic region that surrounds a nonana-
Iytic region is provided by the Laurent series.

Theorem 16. Laurent series: If f(z] is analytic throughout the region R, < |z —zy| < R,,
it can be represented by an expansion

o

flzl = Z a,(z—zy)" (1.206)

n=—o0o

with coefficients

_ 1 9§ flzldz (1.207)
C

 2nmi (z— ZO)"“

computed using any simple counterclockwise contour C within the analytic region.

n

If R, — 0 and coefficients with n < O vanish, then the Laurent series reduces to the
Taylor series.

Suppose that C is a small contour surrounding an interior point z, such that
1 [1s]

= — ds
2ni Jo s—2

flzl (1.208)

according to the Cauchy integral formula. As shown in Fig. 1.21, we can stretch C to
the limits of the annulus without changing the integral because the integrand is analytic
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throughout that region. Recognizing that the opposing segments of the contour wall cancel,
we obtain
1
fled = 5= as T8 - 5= as71 (1.209)

2m s—z 2ni Jg,  s—z

where R, and R, denote counterclockwise circles at the inner and outer borders of the
analytic annulus. For the outer integral we employ the expansion

-1 oo n
(s—27 =(s—z)" (1 - Z_ZO) =(s-2) ' Y (Z - Z’O) (1.210)

$=2 o W %0

while for the inner integral

NS B _S—Zo_ B 1oo 5=z
(s—2) (z—2) (1 —Z_ZO) (z - zo) nZ(Z_ZO) (1211)
such that
2niflz] = ;(z—zo)” ‘ﬁz Sls ])l+n + Z(z 707" ”9§ dsfTsl(s — zp)" (1.212)

Both integrands are analytic throughout the annulus and are independent of z. Hence, these
integrals can be evaluated using any simple closed path within the analytic region. There-
fore, we may combine the two terms into a single expression

(e}

flal= D a,z-z)" (1.213)
1 Slz]

L O ¢ I 1214

n 2mz9§ Z(z—zo)”+' ( )

representing the Laurent expansion. One can also show that the Laurent expansion about
a specific z; is unique within its analytic annulus.

1.13.2 Example
The function
1
= 1.215
fld 21 -2) ( )

has singular points at z = 0, 1. Suppose that we evaluate the Laurent coefficients using
contour integration

1 R—n—2 21 —if(n+2)
d fls] f e
0

= — S = -
2w Jeo st 2n 1 - Re™

(1.216)
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on a circle with s = Re'” and d's = is d6. For R < 1 we can expand the integrand to obtain

,nz (e8]

ZRk f Explitk — n — 2)0] d6 (1.217)

R<l=a,=

Nonvanishing coefficients then require k = n+ 2 and k = 0 = n = -2, such that
0<ll<1=>flzd=) 2 (1.218)
n=0

Alternatively, for R > 1 we use (1 —z)™! = —z7!(1 —z7!)~! to obtain

_n’«; [os]

5 Z R* f Exp[—i(k + n + 3)8] d6 (1.219)

R>1=a,=
for which nonvanishing coefficients require k = —n — 3 and k = 0 = n < -3, such that
> 1= flad == 7" (1.220)
n=0

Although the Laurent theorem provides an explicit formula for the coefficients, evalu-
ation of the contour integrals is often difficult and one seeks simpler alternative methods.
In this case we can use the partial fractions

1 1 1 1
= b —— (1.221)
(-2 zz z 1-z
and
H<l— 1 = i (1.222)
Z T Z .

n=0

(1.223)

|
[
[
Ngk
NI
=

1
> 1= =- _ -
1-z 2(1-z71

to obtain the same results without integration. In other cases we may be able to convert a
known Taylor series into a Laurent series. For example,

Log[l +2] = Z( )”+1 for I <1 (1.224)
— Log[l+z7] = Z( )"+1 for |z > 1 (1.225)

where the latter is valid in the largest annulus that excludes the branch cut —1 < x < 1 on
the real axis.
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1.13.3 Classification of Singularities

Suppose that f[z] is singular at z,, but analytic at all other points in a neighborhood of z;
f is then said to have an isolated singularity at z,. A function that is analytic throughout
the finite complex plane except for isolated singularities is described as meromorphic.
Meromorphic functions include entire functions, such as Exp, that have no singularities in
the finite plane and rational functions that have a finite number of poles. Functions, such
as Log, that require branch cuts are not meromorphic.

The Laurent expansion about an isolated singularity takes the form

e

flal= ) a,z-z)" (1.226)

n=—oo

If a, # 0 for some m < 0 while all a,_,, = 0, then z, is classified as a pole of order —m
and the coeflicient a_, is called the residue of the pole. A simple pole has m = —1. If the
function appears to have a singularity at z,, but all a,, vanish for m < 0, z, is described as
a removable singularity because the function can be made analytic simply by assigning a
suitable value to f[z,]. For example, z = 0 is a removable singularity of

Sinfz] _ v ()",

_ , 1227
Zian+ Dl (1.227)

flzl =

because with the assignment f[0] = 1 the function is continuous and its Laurent series
reduces to a simple Taylor series.

If the Laurent expansion has nonvanishing coefficients for arbitrarily large negative
n — —oo and the inner radius vanishes, then it has an essential singularity at z,. According
to Picard’s theorem, essential singularities have the nasty property that f[z] takes any,
hence all, values in any arbitrarily small neighborhood infinitely often with possibly one
exception. For example,

1/z _ N Z_n
e = Z; l (1.228)

has an essential singularity at the origin. The equation w == e'/7 is satisfied by

1
w=e/? = z= Cogiw] = (Log Iwl + i Arg[w] + 2nmi)™! (1.229)

for any integer n. By choosing n sufficiently large, one can make |z| as small as desired.
Thus, although e!’% # 0, the one exception, all other values of w are obtained infinitely
often in a neighborhood of z — 0, as expected from Picard’s theorem.

Singularities in f[z] at z = oo are classified according to the behavior of f [%] atz = 0.
Thus, €* has an essential singularity at co, while z7" is analytic at oo if n is a positive
integer.



50 1 Analytic Functions

1.13.4 Poles and Residues

Although the Laurent coefficients are defined in terms of an integral, it is usually easier to
compute the coefficients using a derivative formula similar to that for the Taylor series. If
flz] is analytic near z, except for an isolated m-pole at z,, we define an auxiliary function

00

olzl = c—2)"fldl = ) a,z—z)"" (1.230)

n=-—m

that is analytic within |z — z,| < R where R is the radius of convergence for the Laurent
series. The coefficients can then be obtained by differentiation, whereby

1 ( dm+n

an = (m + n)| dzm+n

¢[z]) (1.231)

7=7,

This result can be written more succinctly as

B ¢(m+n) [ZO]

= ot (1.232)

n
where ¢¥[z,] denotes the k™ derivative of ¢[z] evaluated at z,,. This formula is similar to
that for the Taylor series, except that f is replaced by ¢ and the index is shifted, and reduces
to the Taylor coefficients for an analytic function with m = 0. However, this method is not
useful at an essential singularity where m = co.

Often we require only the residue of f at z,. For a simple pole we identify the residue
as

m=1—= a_, = ¢[Z0] = !1_21(1 - Zo)f[z] (1.233)

while for an m-pole one obtains

(m—1)
m>1=a_ = %[11)0'] (1.234)

For example, consider
4 7"

flzl = =— (1.235)

qlzl  a? +bz+c

where we assume that n > 0, a # 0, and that a, b, ¢ are real. (Other cases can be treated
separately.) The two poles at the roots of the denominator

_ —b+ Vb —dac

. = 1.236
‘e 2a ( )
are distinct unless the discriminant 4> — 4ac happens to vanish. We can then write
a—lzn a—lz;t
flal= —————=p; = (1.237)

(z=z)E-2) 3=z
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where p; is the residue at pole z; and z; is the other pole. If there happens to be a double
pole, we find

d —b n—1
== =a,= (dTZ(a_lz")) =a'ng)! = a_ln(z) (1.238)
29

An important special case is provided by functions of the form

flzl = % with  glz)] =0 ¢'[z,] # Oplzyl # 0 (1.239)

where the simple pole at z; is a zero of g[z]. The Taylor expansion of g[z] then takes the
form

qlz] ~ ¢'[zy)(z = ) (1.240)
such that the residue of f[z] at z, becomes

_ DPlzyl

a, =4 (1.241)
: q'[z]
For example, the function
(eaz
flzl = el 2k + Dmi, R, = —e™ (1.242)
&
has poles at odd-integer multiples of i with residues easily determined using ¢’[z,] = —1.

1.14 Meromorphic Functions
1.14.1 Pole Expansion

If a function f[z] only has isolated singularities, it is described as meromorphic. For sim-
plicity suppose that these singularities are simple poles at z, where the index lists the poles
in order of increasing distance from the origin. The behavior near a simple pole can be

represented by z ~ z, = f[z] = :'; . Thus, the function

n

b
g,l2l = flzl - )| —* (1.243)

= LT

is analytic in a disk |z] = R, where the radius R, encloses n poles. According to the Cauchy
integral formula, we may write

L oLoglsl 1 fls] 1 56 ds
&il2l = 2ni 96;” s—7 ds = 2mi 92 s—zds 27i Zbk c (s—2)(s—z) (1.244)

k=1

where C, is a circle, |z| = R, that encloses n poles without any poles being on the contour
itself. For any z # z;, we can use partial fractions to express the second contribution in a
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form

gg ds =56 ds _56 ds _, (1.245)
c, (5= —z) c, ST % c, 52

where cancellation between equal residues is apparent. Furthermore, if z = z, we also find

d
9§ = =0 (1.246)
c, (s—2z)
and conclude that
1
gzl = 5= 56 S1s] ds (1.247)
2ri Je, s —z

for z within C,,.
Next let

M, = max['f[Rneiﬁ]

] (1.248)

represent the largest modulus found on the circle C,, such that

Man
e[| = === i (1.249)

n

bounds g,. If f is bounded such that R, — oo with finite M, we can construct a sequence
of g, functions which are also bounded as |z| - co. Thus, the function

glzl = lim g, [7] (1.250)

is analytic and bounded in the entire complex plane. According to Liouville’s theorem,
such a function must be constant! Hence, we can write

fll =g+ ). b (1.251)

=1 T

and all that remains is to determine the value of the constant g . Using

f[o]=gw—;Z—]’: =>gm=f[0]+;z—: (1.252)

we finally obtain the Mittag—Leffler theorem.

Theorem 17. Mittag—Leffler theorem: Suppose that the function f[z] is analytic every-
where except for isolated simple poles, is analytic at the origin, and that there exists a
sequence of circles {C, : Izl = R, k = 1, n} where each C, encloses k poles within radius
R,. Furthermore, assume that on these circles |f| is bounded as R,, — oo. The function can
then be expanded in the form

= b b
fl2) = f101+ Z( — Z—") (1.253)
n=1

-z, n

where b, is the residue for pole z,,.
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Unlike Laurent expansions for which the choice of z; can be somewhat arbitrary, the
pole expansion for meromorphic functions depends only upon intrinsic properties of the
function itself. Although the present version places significant restrictions on the function,
generalizations can often be made fairly easily. For example, if f[z] has a pole at the origin,
one can apply the theorem to the closely related function g[z] = f[z + z,] where z is any
convenient point where f[z] is analytic. Similarly, if M, o« R™*! for large R , one can
employ an expansion of the form

m o m+1
_ ®r1% b, [z
fM-;fm%+;zﬁxJ (1.254)

Poles of higher order can be accommodated also, but we forego detailed analysis here.

Pole expansions appear in many branches of physics. If f[z] represents the response
of a dynamical system to some driving force, the poles generally represent resonances or
normal modes of vibration while the residues represent the coupling of the driving force
to those normal modes. Pole expansions can also be used to sum infinite series.

n’

1.14.2 Example: Tan|[z]

The function Tan[z] has simple poles at z, = (n + %)JT with residue b, = —1 for integer n,
both positive and negative. Thus, circles C, of radius R, = nm enclose 2n poles without
singularities on the contours. One can show that M, — 1 as n — co. Hence, Tan|[z] fulfills
all requirements for application of the Mittag—Leffler theorem. The pole expansion can
now be expressed as

s ZL( ~(n+ ) ‘m+5n) (1.255)
;(Z—n+ (11+%)7T+Z+(n+%)ﬂ+(n+%)n) (1256)
such that
Z (1.257)
n= 5 Z

With the substitution z — s71/2, we obtain the partial fraction representation

m ST 1 1 1
— Tan| —| = + + +... 1.258
i ol R el (1239
Expressions of this type can often be used to sum infinite series. For example, from
2
ST w
lim 2= T: = — 1.2
i 7 Tan| | =5 (1.259)

one immediately obtains

) 1 )2 7T2
( - (1.260)
k; 2+ 1 8
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Then using

i
Sa-

i(2k11)2:’%i%:i(2k11)2 (1.261)

o
|
+
1M
—_—
l\J|,_.
»
~—
+

© 2
Zki - (1.262)

)
[e)

1.14.3 Product Expansion

If f[z] is an entire function, its logarithmic derivative ¢[z] = f’[z]/ f[z] is a meromorphic
function with poles at the roots of f[z]. If these roots are simple, the corresponding poles
in ¢ will also be simple. Near a simple root we express f[z] in the form

2~ z, = flz]l = (z—z,)p,lz] = dlz] = (1.263)

n

where p, [z] is smooth and nonvanishing near z,. Hence, the poles of the logarithmic deriv-
ative all have residue b, = 1. Provided that ¢ is suitably bounded at co, we can now use
the pole expansion of ¢ to write

dloglfl (1 1
dz _¢0+;(z—zn * z,,) (1269
= Log[flzl] — Log[f[0]] = z¢, + Z (Log[z -z, —Log[-z,] + Zi) (1.265)
n=1 n

where ¢, = f’[0]/f[0]. Exponentiating and simplifying this expression, we obtain the
product expansion

flz] PN 2)
SR _g 1— 2| et 12
7101 "sz[o]]l;l( z,,)e (1.260)

where the z, are the roots of f[z]. Like the pole expansion of meromorphic functions,
the product expansion of entire functions depends only upon intrinsic properties of the
function. Expansions of this type are often useful in symbolic manipulations, but generally
converge too slowly to be useful for numerical evaluations.

1.14.4 Example: Sin|z]

Although Sin[z] is an entire function with simple poles at z, = +nm, we cannot employ
the product expansion directly because ¢, is not finite. However, this difficulty is easily
circumvented by considering instead the function

Sin[z]
z

flzl = = ¢[z] = Cot[z] - % ¢l0]=0 (1.267)
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The positive and negative roots can be accommodated by using two products

Sir;[z] _ ﬁ(l B nZTr)f ]j(l . é)e—ﬁ (1.268)

n=1

and combining factors pairwise to obtain

)G

This form displays all the roots of Sin[z] and is, in effect, a completely factored represen-
tation of its Taylor series.

Problems for Chapter 1

1. Complex number field

In mathematics, a field F is defined as a set containing at least two elements on which
two binary operations, denoted addition (+) and multiplication (X) satisfy the following
conditions:

1. completeness and uniqueness of addition: Ya,b € F, ¢ = a + b € F is unique

2. commutative law of addition: a + b=b+a

3. associative law of addition: (a + b))+ c =a+ (b + ¢)

4. a+c=b+c=a=>

5. existence of identity element for addition: Va,b € F, Ax 3 a+x=b = 405a+0=a
6. completeness and uniqueness of multiplication: Ya, b € F, ¢ = a X b € [F is unique

7. commutative law of multiplication: a X b =b X a

8. associative law of multiplication: (@ X b) X ¢ = a X (b X ¢)

9. aXxc=bXcNhc+0=a=b>b

10. existence of identity element for multiplication: Va,b € F, Ix # 0 3 aXxx = b =

dAlsax1=a

11. distributive law: a X (b+c)=aXb+a X c

The real numbers R obviously form a field with respect to ordinary addition and multi-
plication, but it is not immediately obvious that the complex numbers C form a field with
respect to the extended definitions of addition and multiplication. To demonstrate that C
is a field, you must identify the identity elements for addition and multiplication and must
verify that each of the 11 conditions set forth above is satisfied.

2. Triangle inequalities
Prove the triangle inequalities: |lz;| = |2,]l < |z, % z,| < |z, + Iz, ].
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3. Applications of de Moivre’s theorem

Show that
Cos[nd] = Cos[f]" — (Z) Cos[A]"~2 Sin[6]* + (Z) Cos[#]"~* Sin[6]* + ... (1.270)
. n n-1 a: n n-3 Q: 3
Sin[né] = (I)Cos[e] Sin[6] - (3) Cos[0]" Sin[6]° +... (1.271)
4. Lagrange’s trigonometric identity
Prove:
. 1 Sin|(n+1)6
Z Cos[kd] = 5 + [(792)] (1.272)
=0 2 Sm[ i]
Hint: first prove
n 1= n+l
D= 1 : (1.273)
k=0 —<

5. Quadratic formula
a) Prove that

V% —4ac)’? - b
2a

applies even when q, b, ¢ are complex. Why did we not use a + sign in front of the
square root?

az? +bz+c=0=7z= (1.274)

b) Use the quadratic formula to determine all roots of the equation Sin[z] == 2. (Hint:
Sin[z] = 5;(w — 1) where w = €.

6. Assorted trigonometric equations with complex solutions

Find all solutions to the following equations assuming that g, b are real numbers and that
lal > 1, 1b| > 1. Express your results in the form z = x + iy where x, y are real-valued
expressions that do not involve trigonometric functions and be sure to consider all cases.

a) Cos[z]=a
b) Cos[z] == bi

7. Series RLC circuit

A circuit contains resistance R, inductance L, and capacitance C in series with a generator
of electromotive force &E[t] = &, Cos[wt]. Let I[t] represent the current flowing in the
circuit and Q[t] the charge stored in the capacitor. It is useful to express the physical
quantities

&lt] =Re[&e™|, I[t] =Re[le™|, Qlt] = Re[Qe™| (1.275)

in terms of complex phasors &, I, and Q that represent both the magnitudes and relative
phases for sinusoidal time dependencies.
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a) Use Kirchhoff’s laws to derive a phasor generalization of Ohm’s law, &= 17, where
the impedance Z = Ze™ is generally complex. Express the modulus, Z, and the phase,
¢, of the complex impedance in terms of the real parameters of the circuit.

b) Show that the power averaged over a cycle is given by P = % Re[1&7] and evaluate
this quantity in terms of real parameters. Show that P[w] exhibits a resonance and
determine its position and full width at half maximum (FWHM). Sketch P[w] and
¢lw] together.

8. Smith chart
The complex impedance Z = R + iX for an AC circuit is decomposed into resistive and
reactive components, R and X, where R > 0 and —co < X < co. Smith proposed a repre-
sentation
zZ-1
W = =+ E = — 1276

Tz (1.276)
that maps the right half-plane for Z onto the unit disk for W. Determine the mappings for
lines of constant R and lines of constant X. Sketch illustrative samples of each.

9. Bilinear mapping
Study the bilinear mapping
az+b

w= rd ad —bc #0 (1.277)

by determining the images in the w-plane of representative lines and circles in the z-plane.

10. Component functions
Develop explicit expressions for the real and imaginary components, u[x, y] and v[x, y] for
the following functions of z = x + @y.

a) flz=@E-DV?
b) glzl=(@- DYz + 12

11. Inverse trigonometric functions

Prove:
arcsin[z] = —ilog|iz + (1 - 22) | (1.278)
arccos[z] = —ilog|z +(* ~ 1) (1.279)

tre (1.280)

arctan(z] = ! log[
2 I—2z

This can be done by expressing equations of the form z == Sin[f] in exponential form,
substituting w = €'/, solving for w, and deducing f[z]. Determine the branch cuts needed
to specify the principal branch of each function.

12. An identity
Prove: ArcTan[f—fJ =2 ArcCot[z]
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13. Principal value for an imaginary power

Suppose that
ia—1\"
= 1.281
1 (ia + 1) ( )

where a, b are real.

a) Show that this quantity is real and find a simple expression for its principal value.

b) Determine the position and magnitude of any discontinuities.

14. Derivative wrt z*

Show that a function f[x, y] of two real variables can be expressed as a function g[z, 7*]
of the complex variable z = x + 7y and its complex conjugate z* = x — iy. Then show
that the requirement dg/dz" == 0 is equivalent to the Cauchy—Riemann equations for the
components of f and argue that an analytic function is truly a function of a single complex
variable, instead of two real variables.

15. Analyticity of conjugate functions
Suppose that f[z] is analytic in some region.

a) Under what conditions is g[z] = f[z"] analytic in the same region?
b) Under what conditions is 4[z] = f[z]* analytic?

¢) Under what conditions is w(z] = f[z"]* analytic?

16. Completion of analytic functions
Which of the following functions u[x, y] are the real parts of an analytic function f[z] with
z=x+1y? If u[x, y] = Re f[z], determine f[z].

Q) u=x>-y>
b)) u=x>-y*+y

17. Analyticity for the sum, product, quotient, or composition of two functions
Suppose that f,[z] = u,[x, y]+iv,[x, y] and f,[z] = u,[x, y]+iv,[x, y] are analytic functions
of z = x+iy. Show that f,+f,, f, />, [,/ f,, and f|[ f,[z]] are analytic functions under appro-
priate conditions by demonstrating consistency with the Cauchy—Riemann equations. Be
sure to specify the requisite conditions for each case.

18. Equipotentials and streamlines for exponential function
Sketch the equipotentials u[x, y] and streamlines v[x, y] for w = e* where z = x + iy and
w=u+iv.

19. Equipotentials and streamlines for Tanh
Evaluate and sketch the equipotentials and streamlines for the hyperbolic tangent.

20. Cauchy-Riemann equations in polar form
Suppose that z = x + iy = re' is expressed in polar form and let f[z] = Re‘® where R[r, 6]

and O[r, 0] are real functions of r and 6. Derive Cauchy—Riemann equations relating % to
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%—(3 and g—’; to %—‘? for differentiable functions. (Hint: consider infinitesimal displacements

dz, and dz, in the 7 and @ directions.)

21. Circular average of analytic function
Demonstrate that if f([z] is analytic within the disk |z — zy| < R then the average value of
Sflzy + re™] on any circle |z — 7ol = r < R is equal to the value at its center, f[z,].

22. Maximum modulus principle

Prove that, if f[z] is analytic and not constant within a region R, then |f[z]| does not have
a maximum within the interior of R. Hence, if f is analytic and not constant within R, |f]
must reach its maximum value on the boundary of R.

23. Extrema of harmonic functions

Suppose that u[x, y] is harmonic and not constant within region R. Prove that u[x, y] has
no extrema (neither maximum nor minimum) within R; hence, its extrema must be found
on the boundary of R. [Hint: apply the maximum modulus principle to e/l where f is
analytic within R.]

24. Absence of extrema in | f| for analytic functions

If f[z] is analytic in domain D, demonstrate that |f[z]| has no extrema in D. Hint: use
the Taylor series representation to show that no neighborhood |z — zy| < r contains an
extremum.

25. An application of the Cauchy integral formula

Suppose that f[z] is analytic on and within the simple closed positive contour C. Evaluate
the following integrals.

W 5§t dr

b) L 6. 5 flr]de

2ni JC 12-72

26. Derivatives of analytic functions
Assume that f[z] is analytic on and within a positive simple closed contour C that encloses z.
Use induction to prove

fO D[z + Az = f0D[z]  n 95 Sw]
= — QDdw————
C

Az T 2ni w—-1z

fOl1 = lim (1.282)

)n+l

where ™ is the n™ derivative of f.

27. Fundamental theorem of integral calculus
Prove the fundamental theorem of integral calculus: If f[z] is analytic in a simply con-
nected domain D that includes z;, and z, then

Flz] = f Zf[t] dt (1.283)

is also analytic in D and f[z] = dF|z]/ dz.
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28. Poisson integral formula
a) Suppose that f[z] is analytic within the disk |z| = » < a. Prove

flzl LSE(@ ~ f[Sz]ds (1.284)
C

2mi §—7 g-«

Z

where C is a circle of radius a centered on the origin. Then deduce the Poisson integral
formula

2 2 2m i
Flre®] = =L f __Jlae"] d¢ (1.285)
2n o a +r-—2arCos[¢ — 0]

b) Suppose that we know the electrostatic potential ¢ on the surface of a long cylinder as
the real part of an analytic function (consider only two spatial dimensions). Obtain a
general formula for the potential at any point within the cylinder. Compare the poten-
tial at the origin with the mean-value theorem. Note that, although a formal proof is
not required, the Poisson integral formula can be applied for any function that is har-
monic within C except for a finite number of jump discontinuities upon C.

c) As a specific illustration, compute the interior potential given that y[ae’] has the
constant value V for ¢, < ¢ < ¢, and is zero on the rest of the cylinder. Display
the angular dependence for a representative selection of r values for some choice of

¢, — ¢y
29. Uniform convergence of power series

Suppose that the power series f,[z] = Y}_,a, 2" converges absolutely such that f[z] =
lim,_,  f,[z] for [z] < R. Show that f, [z] converges uniformly in any subdisk |z| < B < R.

30. Convergence of series representation for ¢*

Demonstrate explicitly that the series Y5 z*/k! is absolutely convergent for all z and that
it is uniformly convergent in |z] < R for any finite R. Can one properly claim uniform
convergence for all z?

31. Sharpened ratio test
a) The integral test can be used to established absolute convergence of the series repre-
sentation of the Riemann zeta function

el = ) n (1.286)
n=1
when Re[z] > 1. Use the Weierstrass theorem to prove that {[z] is analytic for Re[z] >
1. (This function has an important role in number theory and often appears in theoret-
ical physics. It can be extended to most of the complex plane by analytic continuation,
but that is beyond the scope of this problem.)

b) Use this result to obtain a sharpened form of the ratio test that states when the ratio of
successive terms takes the form

Ayyl

a

~1-2 (1.287)

n

n

for large n, the series converges absolutely if s > 1.
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¢) Prove the existence of Euler’s constant

y = lim (Z % - Log[n]] (1.288)

32. Laurent series
For each of the following functions, construct a complete set of Laurent series about the
specified point and specify their convergence regions.

a) flz = Wl(z-a about z = 0
b) flz] = # aboutz =2

¢) flal = zlr aboutz =0

d) flz] = Sin[z+ 1] about z = 0

33. Laurent expansion for 7> Log[li_'z]
a) Define a single-valued branch for

flzl =2 Log[li_z] (1.289)

and specify the region where your definition is real.
b) What is the nature of the singularity at infinity?

¢) Construct a Laurent expansion for [z| > 1.

34. Some trigonometric series based upon a Laurent series
Evaluate the Laurent series for (z — @)~! where —1 < a < 1 in the region |z| > a. Then use
z - € to compute Y, @™ Cos[mf] and Y%°_, a™ Sin[m6)].

35. Grounded cylinder normal to uniform external field

a) Suppose that an infinitely long conducting cylinder of radius a is grounded. The cylin-
der is subjected to a uniform external electric field directed perpendicular to its sym-
metry axis. Use an analytic function to evaluate and sketch the equipotential surfaces
and the net electric field. (Hint: expand ®[z] = ¢[z] + i/[z] as a Laurent series around
the origin and determine the coefficients using the appropriate boundary conditions.)

b) A two-dimensional incompressible fluid flows around an infinite cylinder whose axis
is normal to the plane of motion. At large distances the velocity field is uniform.
Evaluate and sketch the streamlines near the cylinder using an analytic function.

36. Isolated singularities
Classify the isolated singularities for each of the following functions. Be sure to consider
the point at oo, using z - 1/w with w — 0.
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b) 1 - Cos[z]
Z
C) Z@l/z
eiz
d R
) 2+ A?

37. Singularity sequence
Identify and classify the singularities of

flzl = (1.290)

1
Sin[1/z]
Is the singularity at the origin isolated? Is it a branch point?

38. Residues
Locate the poles for each of the following functions and evaluate their residues.

z+1
a) S
2°(z + 2i)
b) Tanh[z]
@Z
2 2+
d) m (lnteger n)

39. Pole expansions
Develop pole expansions for the following functions, being sure to verify that the necessary
conditions are satisfied.

a) Cot[z]

b) Csc[z]

40. Product expansions

Develop product expansions for the following functions, being sure to verify that the nec-
essary conditions are satisfied.

a) Cos|z]

b) Sinh[z]

41. Product expansion for even functions

Suppose that f[z] is entire and is even, such that f[—z] = f[z], and that its roots are all

simple. Also assume that, except for simple poles, its logarithmic derivative is bounded at
infinity such that the product expansion of f[z] converges.

a) Show that the product expansion can be expressed in the form

o0 2
flzl = fl0] ]_[[1 : (f) ) (1.291)
n=1 n

where f[+z,] = 0 and where the product includes only one member of each pair of
roots.
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b) Show that

44 0 (9] 1
];[E)]] =2 Z 2 (1.292)
n=1 ~n
f(4)[0] B f//[o] 2 ~ o0 i
£10] "3( 710] ) 12;4 (1.293)

c) Apply these results to f[z] = Sin[z]/z and evaluate the following sums:

i n? i n* (1.294)

n=1 n=1

42. Contour integration of logarithmic derivative
Suppose that f[z] is analytic within a domain D containing the positive simple closed
contour C. The function ¢[z] = f’[z]/ flz] is known as the logarithmic derivative of f. Let

1= L SE(?[Z] dz (1.295)
21 C

a) Suppose that z;, is the only zero of f within D and is of order m. Show that / = m if C
encloses z,,.

b) Evaluate I assuming that f’[z] # O in D and that C encloses N roots of f but that
flz] #0onC.

43. Argument principle

a) Suppose that f[z] is analytic and nonzero on the positive simple closed contour C
and that it is meromorphic in the domain D contained within C. The function ¢[z] =
f’1z)/ f1z] is known as the logarithmic derivative of f. Prove that

1
i 9g¢[z] dz=Ny-N, (1.296)

where N, is the number of zeros and N, is the number of poles in D where each
accounts for multiplicity (e.g., a double root or double pole counts twice).

b) Show that
9§¢[z] dz = iAg arg[ f] = 2mi(N, — Np) (1.297)
c
measures the change in the argument of f[z] as z moves around C. (Hint: consider the
image C — I' under the mapping w = f][z].)

44. Rouchés theorem
Prove that if f[z] and g[z] are both analytic on and within the simple closed contour C and
lglz]l < If[z]l on C, then f[z] and f[z] + g[z] have the same number of zeros within C.






2 Integration

Abstract. Contour integration provides very powerful methods for evaluating inte-
grals. We also consider several useful tricks that are more elementary but sometimes
unfamiliar. Finally, integral representations are introduced for a variety of functions.

2.1 Introduction

Integration in closed form is rapidly becoming a lost art. Unlike differentiation, whose
clear rules permit direct if tedious evaluation, integration often relies upon trial and error
with many dead ends. In the heroic era of theoretical physics, cleverness in changing vari-
ables or choosing contours was revered, but now practically any integral that can be done
in closed form may be found in standard compilations, such as Gradshteyn and Ryzhik, or
in mathematical software, such as MATHEMATICA". Although some skill in symbolic integra-
tion is still needed for traditional examinations, for most physicists its usefulness beyond
the PhD qualifier examination is rather limited, unless you happen to be teaching a course
that still relies on the methodology of the nineteenth century. Nevertheless, compilations
are not entirely complete and software packages are not perfect. Furthermore, traditional
integration methods remain useful for developing insightful approximations to integrals
that cannot be evaluated fully in closed form. Numerical methods provide answers but
limited insight. Therefore, in this chapter we briefly present some of the most useful sym-
bolic techniques. We also discuss integral representations of analytic functions.

2.2 Good Tricks

Presumably integration by parts and variable transformations are too familiar to merit
discussion here, but there are several other elementary methods that are quite valuable
but with which students are generally less familiar.

2.2.1 Parametric Differentiation

Often when one integral is known, an entire family of related integrals can be developed
by differentiating with respect to a parameter in the integrand. For example, given

. 1
I,[A] =f e™dx = 1 2.1)
0
the entire family
R o\ n!
I[A] = A X'e " dx = (—a I[A] = e (2.2)
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becomes available. If one needs to evaluate an integral, like f_ o; e dx, that is pre-
sented without a parameter, simply insert one to obtain

0 _ oY |n (@2n-D!
2n -2
—([-= oo 2.
[ x"e dx ( 6/\) 3 2”)(’“% 2.3)

00

and then set A — 1. It might surprise you how often this trick is helpful.
Notice that if a parameter appears in the limits of integration, one must also include
the variation of these limits using
g (M fb aflx Al
a

2 A d) =
Sy TN o

ob 0
dx + f[b, /l]a - fla, /\]£ 2.4)

with the rhs evaluated for the appropriate A.

2.2.2 Convergence Factors

Sometimes when it is not obvious whether the integral of an oscillatory function over an
infinite range will converge to a definite value, application of a convergence factor may
help resolve the question. For example, it is not obvious, at least to this author, whether
fooo Sin[kx] dx converges. Consider instead

fo e ™ Sin[kx] dx = Im[ fo e ek dx] = Im[m] =L e (2.5)
which does converge for A > 0. The desired integral is then obtained from the limit A — 0,

whereby

00

® 1
f Sin[kx] dx = lim e Sin[kx] dx = — (2.6)
0 -0 Jo k

Admittedly, this result does appear somewhat arbitrary and some skepticism is justified.
However, if this integral were encountered in a physics problem, it probably would arise
from a limiting process anyway. Either a spatial or temporal variable should be limited
to a finite range or a damping mechanism should be present that ensures convergence.
One should then retreat a few steps in the derivation, identify the appropriate convergence
factor, and evaluate the integral before that convergence factor is lost from view.

2.3 Contour Integration
2.3.1 Residue Theorem

Suppose that f[z] is analytic throughout a domain D except for isolated singularities
(poles) and that a simple closed contour C within D encircles poles {z;,, k = 1, N} with
residues R,. By deforming the contour to encircle each pole, we obtain

N
g§ flldz=>" @ flzldz @.7)
c k=1 Ce
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where each C, is a small circle encompassing pole k. Near each z;, we can employ a Laurent
expansion

(e

flzl = Z a(z2-z) = Sé flzldz = Z a"’kSQ (z-z) dz (2.8)

n=—m n=—m

to evaluate its contribution to the contour integral. Using the now familiar circular contour
integration with z — z, = pe” = dz = pe™i df, we obtain

2n
9§ (z-z) dz=ip"" f &V 40 = 2mis,, _,

Ce 0 (2.9)

= 56 flzldz = Zmia_l,k = 2miR,
C

k
Therefore, we obtain the residue theorem:

Theorem 18. Residue theorem: If f[z] is analytic on and within a simple closed counter-
clockwise contour C, except for interior poles {z;, k = 1, N} with residues R,, then

N
95 flzldz = 2mi ZRk
c k=1

This is an amazingly powerful theorem that can be used, with clever choices of contour,
to evaluate a wide variety of definite integrals which might be very difficult by means of
familiar antidifferentiation methods. The trick is to find a simple closed contour that con-
tains the desired integral on one portion of the path with easier integrals on the remainder
of the path (if any). The examples in following subsections will demonstrate that contour
integration using the residue theorem provides some of the most versatile methods for
evaluating definite integrals.

2.3.2 Definite Integrals of the Form fozﬂ flsin6, cos 6] dO

We assume that f[sin 6, cos 6] can be represented by a single-valued function of z = ¢" in
the relevant region of the complex plane. Often f is a rational function of sin 6 and cos 6.
Then we use

-1

-z 7+77}

. d
1= = do =i, Sin[d]= "5 Cos[g] = (2.10)
Z 2i 2
such that
2 _ 1 114
ISin[6], Cos[6]] d6 = —i 95 f[z S ] &
0 2i 2 4 (2.11)

=2 Z residues within unit circle

where the contour is the unit circle about the origin. Special handling is needed if any of
the singularities of f are on the unit circle.
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Figure 2.1. Poles in the integrand from Eq. (2.12). Left: Im[a] = 0. Right: Im[a] > 0.

2.3.2.1 Example: I[a] = foﬂ #m[e]2 do

Although this integral is not stated in the desired form, the integrand is even. Hence, by
direct application of the recipe above, we find

Ia] = & fzn 4 4o = -4 56 ¢ d 2.12)
al= - —————df=-4ia ) ———— dz .
2 Jo a*+ Sin[6]? 427 - (Z2 - 1)2

The denominator is a quadratic in z2, so that one obtains four poles at
denominator = 4a2z? - (z2 - 1)2;

poles =z/ . Solve[denominator == 0, z]

{—a—\/1+a2,a—\/1+a2,—a+\/1+a2,a+\/1+a2}

Evaluation of the residues

Map [Residue [ z , 1z, #}] &, poles]

denominator

1 1 1 1
{ 8a\/1+a2’8a\/1+a2’8a\/1+a2, 8a\/1+a2}
is straightforward, even by hand. If @ > 0 the pair of poles at + (a -Vi+ a2) is inside the

unit circle while the other pair is outside, while if a < 0 the reverse is true. In either case
we have two equal contributions, such that

Vs

I[a]l = —— (2.13)
Vivd

Figure 2.1 illustrates the positions of the poles relative to the unit circle. The left figure

uses a real value for a, while the right figure uses a complex value. Although one typically

assumes that parameters in definite integrals are real, the method is more general and does

not require that assumption.
Alternatively, if we use a trigonometric identity to express the integrand as

a 1 - Cos[26]
———— /.8in[6]?» ——————
a2+Sin[9]2/ o1 2

2a
1+ 2a?-Cos[26]

/ /Simpli fy
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we obtain a contour integral with a quadratic denominator

2n a 1
Na= | ——% —ag=2 d 214
Ll fo I+ 24> - Cosl0] Ea56z2—2(2a2+1)z+1 ¢ @19

for which evaluation of the residues is easier by hand.

denominator =z° -2 (22’ +1) z+1;

poles =z/ . Solve[denominator == 0, z]

{1+2a2-2a\/1+a2, 1+2a2+2a\/1+a2}

1

—, {2z, #}] &, poles]
denominator

Map [Residue

1 1
{ dai+a? 4a\/1+a2}
Notice that there are only two poles in the transformed function because the angular vari-
able was replaced by 6 — 6/2. Recognizing that for either sign of a just one of the poles is
within the unit circle, one obtains the same final result.

2.3.3 Definite Integrals of the Form f_ O:o flx]dx

We assume that f[z] is analytic except for isolated singularities and vanishes faster than
77! for r - oo in either half-plane. With these conditions we can employ a semicircular
contour of radius R — oo closed in the appropriate half-plane to obtain

f fIxldx = S{)‘ flzldz = 2mi Z residues in half-plane (2.15)
To prove this result, suppose that f[z] is bounded in the upper half-plane such that
|f [Re”]| < MR™ = f f[Re”] 079‘ < MR™nR (2.16)
0

where M is a positive real number. Then

f ’ f|RrRe"|
0

R
= lim f flx]dx = 2ni Z residues in half-plane
-R

R-c

a>1= lim

R-c

< I%im aAMR'"™® =
2.17)

ensures that if f falls fast enough we need only evaluate the residues at isolated singulari-
ties of the analytic function f[z] in the appropriate half-plane. Therefore, we find

lim R|f [Re"|

R—c0

R
=0= lim f flxldx = 2ni Z residues in half-plane (2.18)
—oo J_R

using a great semicircle.
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233.1 Example: [[a] = [* 15 dx
The integral
| 1
dx = d 2.19
£m1+x4x 9§1+z4z 2.19)

can be evaluated using a semicircular contour in either half-plane. The integrand has poles

at z; = ExplinZt] for k = 1,4 of which two are found in each half-plane. The residues

can be evaluated using

1 1 1 | 1+1i
f[Z] - —S R = —— == _@73£ﬂ/4ik — __l-k (2.20)
qlz] KTy [zk] 477 4 442

Thus, we obtain

<1 1 1+1i T
dx = ——dz=2mi|———= |(1 +i) = — 2.21
.[oo1+x4 9§1+z4 ( 4\/5)( ) V2 22D

2.3.4 Fourier Integrals

Consider a Fourier integral of the form

flkl = f ) flxle™ dx (2.22)

where £ is a positive real number. Integrals of this type can often be evaluated by extending
f to the complex plane and using a great semicircle in the upper half-plane, provided that
the contribution of the return path

Ii[k] = iR f ’ [ |Re”| Exp[—kR(Sin[6] — i Cos[6])] d6 (2.23)
0

vanishes in the limit R — co. Suppose that M, is the maximum modulus of f on this arc,
such that

T
1| < RMRf Exp[—kR Sin[6]] d6 (2.24)
0
Dividing this latter result into two equal contributions now gives
/2
|Ix] < 2RM f Exp[-kR Sin[6]] 46 (2.25)
0

Figure 2.2 illustrates that Sin[#] > 26/r on this interval. Thus, the integral on the great
semicircle is limited by

/2
|I,| < 2RM fo Exp[—2kR6/ 7] d6 (2.26)

or

_ kR
|[R| < ﬂMRi

3 (2.27)
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] //
0.8
0.6
-——- 20/n
0.4
—— Sin[f]
0.2

025 05 075 1 125 1.5

Figure 2.2.

This result is known as Jordan’s lemma. Therefore, if k > 0 and if f[z] vanishes on an
infinite semicircle, such that

I%im Mp=0=|I]=0 (2.28)
the contribution of the return path vanishes and we may evaluate the Fourier integral using

Igim ’ f [Rew]’ =0= f flxle™ dx = 2mi Z residues of integrand in half-plane
(2.29)

If k happens to be a negative real number, we close in the lower half-plane instead and
obtain the same result. Notice that this condition upon f is less restrictive than in the
previous section due to the presence of the exponential factor, which is damping in the
appropriate half-plane. However, convergence for k = 0 requires lim, ,  R|f[Re"]| = 0 as
before.

2.3.4.1 Example: fooo % dx

Consider the integral

7kl = f - Coslbl (2.30)
0

X +a

where k and a are positive real numbers. Although this integral is not presented in the
desired form, it is simply half the real part of

. < Explikx] Explikz] ~ 1 .

glk] = f il 56 =PI dz = FIK] = = Relglk]] 2.31)
o X t+a Z“+a 2

and may be evaluated using a great semicircle in the upper half-plane, wherein lies one

simple pole at z = ia. Therefore, we obtain

Exp[—ka] s FIk] = ek
j 2a

without further ado. The result is actually more general than this derivation — it applies
equally well for complex a provided only that Re[a] # O to ensure that the poles are not on

3lk] = 2ni

(2.32)
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the real axis. Be alert to generalizations! Having expended some effort to obtain a result,
it is good practice to extend it to the most general conditions possible. Also notice that
one cannot use Cos[az]/(z> + a*) directly because Cos[az] is not bounded on the great
semicircle — it diverges exponentially for large Im[z] in both upper and lower half-planes.

2.3.5 Custom Contours

Sometimes it is necessary to design a contour which exploits specific characteristics of
the integrand. For example, when previously evaluating the integral fooo Cos[x*] dx we
employed an arc subtending /4 radians. Unfortunately, there are no general rules to guide
one toward the optimum contour for an arbitrary integrand; one must rely on intuition and
experience to minimize the amount of trial-and-error in choosing such contours. Below we
give just one more example of a custom contour.

Consider the integral

sz ef+1dx O<a<l (233)

00

The integral on the real axis converges because the integrand is of order e** for x - —oo
or Exp[(a — 1)x] for x = oo and decreases exponentially in either limit when 0 < a < 1.
Howeyver, the function

eaz .
flz]l = T = z;, = 2k + Dri (2.34)
with simple poles on the imaginary axis at odd-integer multiples of 7 does not satisfy the
conditions needed to employ a great semicircle. Fortunately, the contour integral

21

R R
56 flzldz = l%im (f fl(x, 0)] dx + IR ] dy + f Fl(x, 2m)] dx
2O \J-R R

0
+ | fI(=R )] dy) (2.35)
2r
can be evaluated fairly easily using the rectangular strip, (—co < x < 00,0 < y < 2n),
shown in Fig. 2.3. This contour encloses a single pole at z, = im with residue —e™, such
that

95 flzldz = —2nmie™ (2.36)
The contributions from vertical segments
) .. ExplaR+iy)] . _
Am fIR, )] = fim Exp[R+iy] +1 Aim Expl(a = DR] =0 (237
. . Expla(-R+1iy)] . B
AR = A R+ iyl + 1~ PRl =0 (23%)
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y
| 2n

i

-R R

Figure 2.3. Rectangular contour used for Eq. (2.33).

vanish in the limit R — oo, while the horizontal segments are related by

B Expla(x + 2mi)] B .
Sflx, 2m)] = Explx + 27 + 1 Exp[2nia] f[(x, 0)] (2.39)
such that
_ _ J2nia _
9§ flzldz = (1- &™) =1 = Sinpr] (2.40)

This result actually finds somewhat broader applicability because the contributions
from the vertical segments vanish provided only that 0 < Re[a] < 1. Therefore, we can
allow a to be complex and find

<™ Vs
dx = f 0 < R 1 2.41
Im e +1 . Sin[za] or < Rela] < ( )

As always, be alert for possible generalizations.

2.4 Isolated Singularities on the Contour
2.4.1 Removable Singularity

Often one encounters isolated singularities on the integration path. For example, the inte-
gral

I= f © Sinbd (2.42)

o X

is important in Fourier analysis. The integrand has a removable singularity at the origin,
but that would not cause any difficulty if the integral remained in this form. However,
because Sin[z] is divergent as y — oo, we would prefer to evaluate

I=1Im f £ dx (2.43)
e X

by closing the contour in the upper half-plane. The penalty for this transformation is
that the singularity at the origin is no longer removable. Fortunately, that problem can
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N

Figure 2.4. Great semicircle with small detour that excludes a removable singularity at the origin.

be avoided by also making a small semicircular detour around the origin as sketched in
Fig. 2.4. According to Cauchy’s theorem, the integral

e

—dz=0 (2.44)
z

vanishes on this contour because no singularities are enclosed. The contribution of the
great semicircle vanishes because the integrand satisfies the requirements of Jordan’s
lemma. The linear segments

lirrg (fgf[x] dx + fm SfIx] a?x) (2.45)

converge to the desired integral in the limit € — 0 because the integrand is well-behaved
on the real axis. The contribution of the small semicircle of radius € — 0 is evaluated using

0 0
dz =izd0 = i f flzlzd6 = ilim f Explice|df = —in (2.46)
7 =20 U

Therefore, we find

f " Sinld o (2.47)

. X

Notice that the contribution of the semicircular detour is ni times the residue of the
integrand, half the value we would have obtained from the residue theorem for a complete
circle around the singularity. More generally, if f[z] is analytic at z,, the detour integral

6+A60 it
. ) Z + €€
72-2p = g = lim M

dz = A6 2.48
e-0 Jp =2 ¢ f [ZO] ( )

is proportional to the angle subtended. This result is easily proven by expanding f[z]
around z,,. Also, notice that Af is positive for counterclockwise or negative for clockwise
detours.
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2.4.2 Cauchy Principal Value

An improper integral whose integrand is singular at one of the endpoints of the integration
range is defined by one of the limits

b b b b—e
f fleldx = lim f flxldx or f flxldx = lim flxldx (2.49)

However, if an isolated singularity lies within the range of integration then two limits are
needed

c b—g, ¢
f flxldx = lim fiddx+ lim | flxldx (2.50)
a &7V Ja b+e,

and often there will be no unique value if the two limits are taken independently. For
example, applying this method to

La e g
2 tim f 1 lim f . im 1og[i] 2.51)
-1 X &,-0 &,-0 &, £,-0,6,-0 82

does not provide an unambiguous result unless one decides to approach the singularity in
a symmetric manner, such that &, = &,. This particular value is designated the Cauchy
principal value of the integral and denoted by # f , such that

b+e

c b—¢ c
7’[ flxldx = lirrg( flxldx + flx] dx) (2.52)

Hence, for the example above we find

1
P f ax _y (2.53)
-1 X

If there are several isolated singularities on the contour, the Cauchy principal value treats
each symmetrically.

The Cauchy principal value is based upon antisymmetric behavior near a simple pole,
where we can write

flzl = + glz] (2.54)

Zo
with g[z] analytic near z,. As illustrated by Fig. 2.5, the two divergent contributions on
either side cancel, leaving behind the background contribution g. Of course, this cancella-
tion does not work for a double pole with symmetric divergence.

2.4.2.1 Example: P f_ °:o % dx

Consider the integral
* Coslk * Explik.
I= sof Coslal 4, - Re[sof Explékr] dx] (2.55)
oo A7 — X e A7 —X
where a and k are positive real numbers. By replacing Cos with Exp we are able to close
the contour in the upper half-plane and use Jordan’s lemma to discard the contribution
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Figure 2.5. Asymmetric behavior of the divergent parts of an integrand with a simple pole.

—a

Figure 2.6. Kilroy contour: indentations that exclude poles at +a resemble the eyes of someone
peeking over a fence.

of the great semicircle. The singularities at x = +a are avoided using small semicircular
indentations, as sketched in Fig. 2.6. (Those familiar with World War II iconography might
call this the Kilroy contour.)

The contribution from the segments along the real axis sum to the principal value, while
the indentations contribute —ixr times the sum of the two residues because the semicircles
are traversed in a negative sense. Thus,

ika —ika
0 SgExp[Lkz] dr=p f Exp[kkx] m(e L ) (2.56)
C

a -z o at—x2 —2a 2a

gives

P f EXPW‘X _T Sln[ka] —p f Cosl kx] dx = gsm[ka] (2.57)
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Notice that the principal value is the same whether we choose indentations to exclude
or to include either or both poles (four possibilities) — check this for yourself! Thus, the
contribution to a principal value integral made by a simple pole on the contour is half the
value it would have made if enclosed.

2.5 Integration Around a Branch Point

If the integrand involves a multivalued function, care must be taken with any branch cuts

in the integration region. Such functions often differ in phase on opposite sides of the cut,

so that contours with segments on opposite sides will include contributions of equal mag-

nitude but different phase. Often the presence of a branch cut actually assists in evaluation

of an integral — branch cuts are not always monsters to be feared! While it is difficult to

formulate general rules, a couple of examples should suffice to illustrate the method.
Suppose that we wish to evaluate the integral

< xe
f +bcﬂx with —-1<a<0, b>0 (2.58)
o X

using contour integration. The function

a

Z
z+b

flzl = (2.59)
has a pole at z = —b and requires a branch cut to define the phase of the numerator when a
is nonintegral. This branch cut will connect singularities at z = 0 and z — oo, but we have
some freedom in choosing its orientation. Although one usually cuts such a function along
the negative real axis, for this purpose it is more convenient to put the cut on the positive
real axis so that the desired integral is found on one segment of the contour sketched in
Fig. 2.7. For now we assume that b > 0 so that the pole is on the negative real axis. Thus,
for this problem we will cut just below the positive real axis and define the principal branch
as

7% = |z Explia arg[z]] with 0 < arg[z] < 2«7 (2.60)

by restricting the phase of z to the range (0, 2). The residue of the pole is then b* Exp[ira]
such that

9§f[z] dz = 2nib® Explina) (2.61)
c

on the positive contour below, which encloses the pole without crossing the branch cut.
The contribution of the outer circle vanishes in the limit R — co because

|zl > 0o = | flz]] — lo1*™! (2.62)

falls more rapidly than |z|~! when a < 0. Similarly, the integral on the inner circle with
radius & vanishes in the limit € - 0. The contributions on either side of the real axis are
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Figure 2.7. Contour used to evaluate J(;m % dx for positive real b.

both proportional to the desired integral but differ in phase. On the top side of the cut
7% - x% while on the bottom side z* — x“ Exp[2mia], such that

x[l
X+

(1 — Exp[2rial) f b dx = 2mib" Explina] (2.63)
0

Therefore, we obtain the integral

o xe b
dx = — for -1 0, b>0 2.64
o x b7 "Sinfra] sas > (2.64)

This result can be generalized by recognizing that we need only require —1 <Re[a] <0
to ensure that the contribution of the outer circle vanishes as its radius becomes infinite.
The definition of »* = Explalog[b]] = Expla(Log[|bl] + iArg[b])] can be extended to
complex powers. Therefore, we obtain the more general result

<Xt b'r

. 1+ dx = _Sin[na] for  —1<Re[a] <0 and Arg[b]l+n (2.65)

without extra work. However, this result does not apply if Arg[b] = 7, because then there
would be a pole on the contour. To handle that situation, we employ the contour shown in
Fig. 2.8 for which the segments on either side of the positive real axis are proportional to
the principal value of the desired integral.

This contour encloses no poles, so that

Zu
b<0 dz=0 2.66
< :>Séz+b b4 ( )

The integral around the great circle vanishes, as before, but we now have two small semi-
circular indentations to evaluate. Using z + b = e = dz = ige'’ d6, both contributions
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y

Fon
=

Figure 2.8. Contour used to evaluate fooo ;Tab dx for negative real b.

take the form

% (—b + se‘g)a

lim -

iee” do = i(~b)'e"? (0, - 0,) = i(=b)*e"“’Af (2.67)
-0 0, e

where on the upper semicircle ¢ = 0 and 6, = 7, 6, = 0 = Af = —n while on the lower
semicircle we must choose ¢ = 27 and 6, = 27, 0, = 1 = Af = —n for the selected
branch of z¢. The integrals along the real axis on either side of the branch cut are both
principal-value integrals with different phase factors because on the upper side z¢ = x“
while on the lower side z? = x*e?™@, Thus, we obtain

2nia “ x? o a 2ria
(1-e )Pfo g dx = in(=D) (1 + ™) (2.68)
and conclude
00 xa
b<)=®P f dx = —(=b)*nCot[ra] (2.69)
0 X+ b

Notice that the cut does not diminish the influence of the pole — choosing the cut to run
over the pole does not mask it; we could have placed the cut somewhere else if that had
been more convenient.

2.6 Reduction to Tabulated Integrals

Some integrals that cannot be evaluated in terms of elementary functions occur sufficiently
frequently to merit naming as special functions. Among the most useful are the gamma
Sfunction

I'x] = f e tdt, x>0 (2.70)
0



80 2 Integration

and its cousins the incomplete gamma function

I'[x, a] = f leldtr, x>0, a=0 (2.71)
a
and the beta function
[[r][s] ! 1 1
B = = (- dt 2.72
nsl = fi = [ ra=n 1)
Also important are the sine and cosine integrals
* dt < dt
Si[x] = f " Sin[7] Ci[x] = —f " Coslt] (2.73)
0 x
and the exponential integrals
< dt v dt
E, [x] = f t—ne’” Ei[x] = Pf T@’ (2.74)
1 —o0
The error function Erflx] and complementary error function Erfc[x] = 1 — Erf[x] are
defined by
Erf[x] = 2 fx dte™" Erfc[x] = = fm dte™” (2.75)
\/; 0 \/; X .
while their trigonometric cousins are the Fresnel sine and cosine functions
| a? * nt?
S[x] = dtSin|—| Clx] = dt Cos| — (2.76)
0 2 0 2

Once an integral has been reduced to one of these special functions, it can be considered
done because these functions have been studied and tabulated extensively and are also
available in many mathematical software packages.

2.61 Example: [~ ¢~ dx

The integral

I= f e dx=2 f e dx (2.77)
—00 0

can be expressed in terms of a gamma function using the variable transformation

1
y =x* cly=4x3dxzdx=1y_3/4dy (2.78)
whereby
1 [ 1.q1
[=— eV dy = —rH 2.79
2fo y Ve dy =T | (2.79)

is obtained directly.
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2.6.2 Example: The Beta Function
A surprisingly wide variety of integrals can be expressed in terms of the beta function

[pIT
Blp,q] = IpIrig] (2.80)

Ilp+4]
where p, g are generally complex. For the present purposes it will be sufficient to assume
that p, ¢ are nonnegative real numbers so that we can employ the simplest integral repre-
sentation

I'[p] = fow e u ' du (2.81)
for the more familiar gamma function. The substitution u — x> provides

T[p] = fo " e du =2 fo " e (2.82)
such that

[[pIllg] = 4 f f e (P9 213201 gy gy
) 0
(7r/2 0 (2.83)
=4 f f 2" Cos[0]%~! Sin[0]24~ 1 12P*24*! qr 4o
0

can be represented as integral over the first quadrant in polar coordinates. The radial inte-
gral can be performed in terms of the gamma function

o 1
f o” 22 gy STIp+4) (2.84)
0
such that
/2 Iplllgl 1
2p—-1 q; 2g-1 do = = —B 2.
fo Cos[6]*"7! Sin[6] 0 Mptal 2 [P, q] (2.85)

is expressed in terms of the beta function. The left-hand side would probably appear for-
midable to the uninitiated! We will find both gamma and beta functions very useful as the
course progresses. Several additional variations are developed in the exercises.

2.6.3 Example: [~ dw

eﬁ“' 1
Integrals of this form appear in the statistical mechanics of Bose systems. Here we assume

that @ > 0 and that n is a nonnegative integer. The integrand can be expanded as a power
series in the small quantity e, such that

00 n o —Bw
fo @ﬂf—ld‘”:fo 1w _i dw = Z f " Exp[-mpw] dw (2.86)

m=1
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We evaluated the integrals on the right-hand side using parametric differentiation at the
beginning of this chapter. Using that result, we write

0o n 0

n!
+1 2.87
0 eﬁw -1 dw = ﬁn+ mz m' +1 Bn+l {[n ] ( )
where the Riemann zeta function is defined by
- 1
(L2l = Z{ pe (2.88)

for Re[z] > 1. Special values for integer arguments can be expressed in terms of the
Bernoulli numbers and evaluated in closed form, but for our purposes we can consider the
problem solved because the properties of the Riemann zeta function are well established
and one can find numerical values in standard tables or mathematical software. Alterna-
tively, the series can be evaluated numerically in a straightforward manner, if necessary.
More generally, we combine the same expansion with variable transformations to write

* w! _ p-a—1 —a—1
fo—eﬁw_ldw—ﬁ fo —di = Zf 1 Bxp[-mt] dt

m=1 (2 89)
=p! f sYExp[-s]ds » m™!
Thus, we identify
00 a
Re[a] > 0, Re[8] > 0 = f ﬁ dw =B "Ta + 1)Z[a + 1] (2.90)
) -

with much less restrictive conditions upon the parameters.

2.7 Integral Representations for Analytic Functions

Special functions motivated by integrals for real variables can usually be extended into a
portion of the complex plane simply by replacing the argument by a complex variable and
employing a contour through the domain of analyticity of the integrand. Thus, one can
define the complex sine integral by

Si[z] = fz ? Sin[#] (2.91)
0

where the contour is any path between the indicated endpoints in the complex ¢-plane.
This case is particularly simple because the integrand is entire — there is no danger of
encountering singularities or branch cuts during integration. Similarly, the error function
can be extended to the entire complex plane simply by using a complex argument

2 [ 2
Erflz] = ﬁf dte " Erfe[z] = ﬁf dte " (2.92)
0 z
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Figure 2.9. Contours for Ci[z].

where an upper limit of co is interpreted as a path that asymptotically approaches the
positive real axis such thatr — (R, 0) where R — oo. It is also useful to define the imaginary
error function Erfi[z] = —i Erf[iz], such that

Erfi[z] = % f " e (2.93)
0

Conversely, if the integrand is multivalued or has singularities, the definition of a func-
tion by means of an integral representation must constrain the contour enough to produce
a unique value for the integral. For example, the integrand of the complex cosine integral

Ci[z] = - foo ?Cos[z‘] (2.94)

has a simple pole at the origin, with unit residue. Suppose that z is found in the second
quadrant, as shown in Fig. 2.9. The integral along contour C,, which dips below the real
axis for Re[tr] < 0 and then approaches the positive real axis from below, differs by 2ri
from the integral for contour C,;, which remains in the upper half-plane and approaches
the positive real axis from above. (Imagine closing the contour for large Re[f] where the
integrand is vanishingly small.) Contours which circle the origin several times differ by
multiples of 2mi, representing various branches of a multivalued function. The princi-
pal branch for this function is defined by the requirement that the positive real axis is
approached from above without encircling the origin; this requirement is sufficient to pro-
vide a single-valued definition while still leaving considerable flexibility in the choice of
contour.

The domain of analyticity will often be limited by requirements for the convergence of
the defining integral. For example, the present definition for I'[x] is limited to x > 0, sug-
gesting that straightforward extension to the complex plane would be limited to Re[z] > 0.
However, we must still be wary of the branch cut needed to establish a unique value for
the integrand when z is not an integer. Thus, for Re[z] > 0 we could use

Iz] = foo e dr, Re[z] >0 (2.95)
0
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with the contour in the left side of Fig. 2.10, where the positive real axis is approached from
above. A more general definition can be made by using a theorem of analytic continuation
that we will derive and discuss more thoroughly in a later chapter, which states that if
the functions f,[z] and f,[z] are analytic in domains D, and D, and if f,[z] = f,[z] for
all z € D; N D,, then f, and f, are representations of the same analytic function f[z]
within their respective domains and f[z] is analytic throughout D, U D,. Therefore, if we
can design an integral representation that provides identical values for Re[z] > 0 while
avoiding the singularity in the integrand, we would be able to extend the definition of I'[z]
to the entire complex plane. Consider the function

flzl = ftz’le” dt = fExp[—t+(z— 1)Log[t]] dt (2.96)
C C

for the inner keyhole contour around a branch cut on the positive real axis that is shown on
the right side of Fig. 2.10 and is navigated in a counterclockwise sense. The small circle
about the origin does not contribute when Re[z] > 0. The contributions from either side of
the branch cut differ in phase according to

t = x +ie = Log[¢] = Log[x] (2.97)
t = x —ie = Log[t] = Log[x] + 2ni (2.98)
such that
flz] = (Exp[2niz] — l)f e dt (2.99)
0

Thus, we obtain a definition of the gamma function

1
M=—-—— | e 2.1
2] T =1 fc e dt (2.100)

that can be used for complex variables with positive real parts. The keyhole contour can
now be deformed into the outer contour in the same figure without encountering any sin-
gularities and without altering the value of the integral. We simply require that C enters
from +oo just above the real axis and exits toward +oo just below the real axis without
crossing the positive real axis. Therefore, the proposed integral representation extends the
definition of the gamma function to the entire complex plane. When Re[z] < 0, one simply
avoids the immediate vicinity of the origin.

It might appear that this integral representation for I'[z] has singularities for any inte-
ger value of z, but the singularities for positive integers are illusory (removable). When
z = nis an integer, "~ does not require a branch cut such that the contributions from the
segments of the keyhole contour above and below the real axis cancel, leaving only the
small circle about the origin. Alternatively, in the absence of a branch cut the contour can
be deformed into a closed circle about the origin. (We imagine that the original contour is
closed across the real axis so far out that the integrand is vanishingly small.) When n > 0
the integrand is analytic and the integral vanishes, leaving a 0/0 situation that suggests a
removable singularity whose value should be determined by a limiting process that ensures
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Im(z]
Im(z]

Re[?]

Figure 2.10. Left: contour for I'[z] with Re[z] > 0. Right: more general contours for I'[z].

continuity. Although we expect that the appropriate value is I'[n] = (n—1)!, it is instructive
to demonstrate that this result emerges from a suitable limiting process. Performing Taylor
series expansions around z = n,

AL t”’lLog[t](z -n), Exp[2niz] -1 ~ 27i(z — n) (2.101)
we find
1
z~n=1TJz] » i ft”’le”Log[t] dt (2.102)
c

and can employ the keyhole contour for n > 0 without obtaining any contribution from the
small circle around the origin because
n>0— lin(} &"Logle] =0 (2.103)
foad
Placing the branch cut for Log[#] immediately below the positive real axis, the contribu-
tions from Log[|¢|]] on opposite sides cancel, leaving the contribution from the phase of
Log[t — ie] = Log[ltl]] + 2xi to give

‘l (o)
Izl =~ — f " e ' Qniydt = (n - 1)! (2.104)
2t Jo
as expected. When n < 0, we use
— I
95 dr e,l = (= (2.105)
l‘” I’l'
for a circle about the origin to discover that the residue for a simple pole at z = —n is

(—)"/n!. Therefore, the integral representation teaches us that I'[z] is a meromorphic func-
tion with simple poles at negative integers and determines its residues. It should be clear
that the new integral representation offers much more detailed information than the origi-
nal definition on the real axis.

Many special functions have several different integral representations, with one or
another being most useful under differing circumstances or for various purposes. These
integral representations often provide the simplest or most general derivations for the prop-
erties of a function. For example, in the chapter on Asymptotic Series we will use integral
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representations to study the properties of several useful functions when |z] is large. There
we take advantage of the flexibility of the contour to concentrate upon a segment which
dominates the integral. However, one must be careful when deforming contours of infi-
nite length because the Cauchy—Goursat theorem on the path-independence of integrals
of analytic functions was derived for finite contours. When one or both of the endpoints
is at infinity, it can matter whether the approach toward infinity is along the real axis, the
imaginary axis, or some intermediate direction. Penalty-free movement of a “free end”
requires that the contribution of an arc of radius R subtending the angle through which the
free end is moved must vanish as R — oo. Although this requirement should be obvious by
now, from the care with which we studied the return paths for closing a contour of infinite
length, it still bears some repetition. The contours used for integral representations offer
considerable but not unlimited flexibility.

2.8 Using MATHEMATICA® to Evaluate Integrals

2.8.1 Symbolic Integration

Integrals can be entered in typeset form using the BasicInput palette, but if you wish to
modify any options you will need to use the command line. The basic syntax for an indef-
inite integral is

Integrate[ f[x], x]

Indefinite integrals like

ansi =fx“ a*dx

-x'"® Gamma[1 +n, -x Logla]]l(-x Loglal] )yt

are returned without constants of integration and can be checked easily by differentiation
D[ansi1, x] // Simpli fy

a* x"

The integral above is expressed in terms of the incomplete gamma function.
MATHEMATICA" makes no a priori assumptions about the variable of integration or the con-
stants, so that the result applies to either real or complex variables and parameters. How-
ever, it also makes no assumption regarding the values of parameters, returning results for

generic values that are not always valid for special values of the parameters. Thus, the
simple integral

f x* dx

X1+a

1+a
is not valid if a happens to have the value —1.
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The basic syntax for a definite integral is
Integrate[ f[x], {x, a, b}]

The limits of integration may be numerical, symbolic, or infinite. In early versions any
symbolic parameters or limits would also be interpreted in a generic sense. Thus, one
would obtain a result for

b +1 +1
pl gt
f dx=2_"% (2.106)
a n+1
that would valid for most choices of parameters, but fails for n = —1, while
b
f x ' dx = Log[b] — Log[a] (2.107)

would fail for negative limits of integration. In more recent versions MATHEMATICA® usually
returns conditional results

1
f x" dx
0

1
If [Re[n] >-1, ——, Integrate [x“, {x,0, 1}, Assumptions - Re[n] < —1]]

1+n
b
f x" dx
a

a a a
(—a+b)If[Re[ ]21||Re[ ]20||Im[ ]:#O,
a-b -a+b -a+b
a1+n_b1+n

(a-b)(1+n)’

a a a
Assumptions —-! (Re[ ] >1 ||Re[ ] > O|| Im[ ] + O)H
a-b -a+b -a+b

b
f xtdx
a

(-a+b)If [Re[ae_‘b] >1

Integrate [(a+ (-a+b)x)*, {x,0, 1},

a a
e[ ] 2 o[ s+
-a+b -a+b

s L iN.? ’o’l H
a+(-a+b)x {x }

el ) 2ol ] o))

that test any parameters that appear either in the integrand or the limits of integration.
Although such results are less attractive and the conditions are often expressed in unnec-
essarily complicated forms, there is less chance of obtaining incorrect answers due to
careless unstated assumptions about the parameters. Although one can use the option Gen-
erateConditions — False

Logla] - Log[b]

, Integrate [
a-b gt

a
Assumptions —! (Re[ ] >1
a-b

Integrate [x", {x, a, b}, GenerateConditions - False]

_a1+n + b1+n

1+n
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to obtain a simple expression instead of a conditional statement, we strongly discourage
that reckless practice and recommend instead that one supply the assumptions that apply
to the parameters in your integrand directly, as follows.

Integrate [x“, {x, a, b}, Assumptions - {Re[n] >-1,0<a< b}]

_a1+n + b1+n

1+n

MATHEMATICA claims to be able to produce practically any integral in standard compi-
lations, such as the massive compilation by Gradshteyn and Ryzhik. Thus, one finds that
many seemingly unpromising integrals can be evaluated in terms of recognizable functions
even if the output appears complicated. However, despite its impressive versatility, there
remains a nontrivial error rate in the symbolic integration package. We decline to present
specific examples here because each revision of the program seems to correct some errors
while introducing new ones. Nevertheless, investigation of most (but not all) disagree-
ments you find with MATHEMATICA® will eventually show that you have made a mistake.
The software is good, but not perfect! Therefore, it remains useful to be able to perform
such integrals independently. Furthermore, any result that is important should be checked.
A very useful method for checking a symbolic integral is to compare with numerical eval-
uation for representative choices of the parameters. This technique cannot prove that a
result is valid for all parameters satisfying the requisite conditions, but it will sometimes
find errors.

¢ Moral: trust but verify!

2.8.2 Numerical Integration

The basic syntax for numerical integration is
NIntegrate[f[x], {x, a, b}]

where the limits must be numerical and the integrand must evaluate to a number when
given a numerical value for x. Numerical integration is generally more reliable than sym-
bolic integration. Symbolic integration requires a vast library of pattern-matching rules for
which it is difficult to ensure that all special cases are handled properly, while numeri-
cal integration is much more mechanical. The basic technique for numerical integration is
to sample the integrand at strategically located positions, construct an interpolating poly-
nomial, and then integrate the polynomial. The accuracy of the integral can be tested by
subdividing the interval and applying the method to smaller parts. One can also sample
more points where the integrand changes most rapidly. Many reliable algorithms have
been developed and the one used by MATHEMATICA™ is quite good. If it does encounter
trouble with a particular integrand, there are options that can often be used to overcome
those difficulties. If the difficulties persist, one should examine the integrand and handle
its singularities more carefully.
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2.8.3 Further Information

More information about integration using MATHEMATICA, including multiple integrals and
symbolic and numerical contour integration, can be found in calculus.nb at my Essential-
Mathematica website.

Problems for Chapter 2

You may use MATHEMATICA™ to check your work, but do not trust its symbolic integration
too much. When evaluating integrals, you must specify the contour, convincingly justify
neglect of any vanishing portions, and define phases near any branch cuts carefully. Be
sure to consider special cases and be alert to possible generalizations.

1. Some related trigonometric integrals
Evaluate

IZHL for a>b>0 (2.108)
o a+bCos[d] '

using contour integration and then deduce

f A f " Coslfldo (2.109)
o (a+bCos[d])’ o (a+bCos[h]) '

by more elementary means.

2. Trigonometric integrals on unit circle

21 2
_ Sin[6]"
dg f -1 1 2.110
)f T+acCosg] ©0 " sas (2.110)
21
b) f Exp[Cos[0]] Cos[nf — Sin[#]]d6 for integer n (2.111)
0
T
c) f Sin[f]*" d6 for nonnegative integer n (2.112)
0
21 do
d) f(; a1 bCos[d] for arbitrary complex a, b (2.113)

3. Magnetic flux through circle from coplanar wire

An infinitely long wire carries current 7. Compute the magnetic flux through a coplanar
circle of radius a that is at a distance d from the wire, where d = a. Compare the limits
d> aandd z a.
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4. Average power radiated by charged harmonic oscillator
The angular distribution for the power radiated by a charge in simple harmonic motion
with amplitude a and frequency w is given by

ar , Cos[wr]?
o = K Sin[6] (1 + B Cos[0] Sin[wt])’

(2.114)

where ﬁ = aw/c is the amplitude for the velocity oscillation (relative to light speed) and
K = e*a®w*/4nc3. Bvaluate the angular distribution of radiated power averaged over a
period. Finally, evaluate the total average power integrated over angles.

5. Assorted integrals on infinite range
Use contour integration to evaluate the following integrals.

|
a) j(; T2 dx where n > 1isa positive integer. (2.115)

(Hint: try an arc subtending 271/n radians.)

©C e
b) f os[px] . oSl 4 with p, g real (2.116)
X
 Cos[k
) P f de with k real 2.117)
oo 1+ X
© C
d) f Lax]zafx for real @, b, bl > 0 (2.118)
0 (x2+b2)
S
e) f m[“x]2 dx forreala, b, |bl > 0 (2.119)
x +b
in[2
) f x Sin[26] dx for0=<6<2n (2.120)
(1+x%)(1 = 2xCos[6] + x?)

“© d
g) f W)Ekx] with k real and nonzero (2.121)

6. An integral from diffraction theory
Evaluate

0 Qina2
f Sl (2.122)

X
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7. Integrals used in Fourier transform of oscillator wave functions
a) Evaluate

f e~ Cos[bx] dx (2.123)
0

fora, b > 0.
b) Produce a general method for evaluating integrals of the form
f e~ x> Sin[bx] dx (2.124)
0
with a, b > 0 and integer n = 0. Display explicit results for n = 0, 1.

Integrals of this type arise in the Fourier transform of oscillator wave functions.

8. Integration around branch cuts
a) Evaluate

1
d
f a witha > b >0 (2.125)

1 (@a+ bVl =22

using a suitable contour. (Hint: put the branch cut on the integration interval and define
phases carefully.)

b) Evaluate

© ]
f Y (2.126)
0

1+x°
using a suitable branch of Log|[z].

¢) Evaluate

*© (In x)?

0 1+x2

(2.127)

using a suitable branch of Log|[z].
d) Evaluate
1 1/4 3/4
1—
f ’% dx (2.128)
0 (1 +X)

using a suitable contour. (Hint: put the branch cut on the integration interval and define
phases carefully.)

e) Evaluate

f X ax (2.129)
0

1 +x*

for complex a and specify the conditions required for convergence.
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f) Evaluate

f X dx (2.130)
0

1+x"

for complex a and integer n and specify the conditions required for convergence.

g) Evaluate

1
f X1 - x)dx (2.131)
0

for 0 < Re[a] < 1. (Hint: try a large circular contour and then deform the contour to snugly
embrace the branch cut.)

h) Evaluate

00 x—,{
P f dx (2.132)
0o X—da

forreala >0andreal 0 < A < 1.
o /4
L 2.133)
0o X —x-2

9. Using fom glx]dx - 9§C Log[z]g[z] dz for meromorphic integrands
Consider an integral of the form

fm glx]dx (2.134)
0

where g[x] is well-behaved on the positive real axis but is not symmetric with respect to
the sign of x, such that the integration interval cannot be extended for use with a great
semicircle. If the corresponding g[z] is a meromorphic function that decreases sufficiently
rapidly for z = oo and is sufficiently small at the origin, one can often use f[z] = g[z]Log[z]
with a branch cut on the positive real axis and a PacMan contour of the form shown in
Fig. 2.11. Apply this method for the following integrals.

« dx
a)fo (c+ D(2 +2x+2) (2.135)

b) f ;ﬂx (2.136)
0o X +1

10. Reduction to standard functions
Express the following integrals in terms of standard functions.

a) f X"e™" dx forn>0 (2.137)
0
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y

Figure 2.11. Contour used for fom glx]dx - § - Log[zlglz] dz.

b) f e~ Sin[bx]dx witha, b >0 (2.138)
0

0 w , &
o) f =Y _dw witha>1 (2.139)
o (e”-1)

11. Using the beta function

Express each of the following integrals in terms of the beta function and then in terms of
more familiar gamma functions. Be sure to identify the conditions that must be satisfied
by the parameters in each integral.

1
a) f Ay O L /1 (2.140)
0
1
b) f W (1-u?) du (2.141)
0
) f Ty (2.142)
C o 1+ M)S u .
1
d) f (1 -x"(1 +x)° dx (2.143)
-1
5) f GIhlD® 4 (Hint: use Sinh[x]® - u and the result of c.) (2.144)
(Coshl[x])



94 2 Integration

12. Beta probability distribution
The probability density for the so-called beta distribution is proportional to

P[x] oc x*71(1 = x)P! (2.145)

for 0 < x < 1 where a, b are nonnegative constants. Evaluate the normalization, mean, and
variance for this distribution.

13. oscillation period in potential V = kx>"/2

A classical particle with mass m and total energy E oscillates in a potential of the form
V = kx*"/2 where n is a positive integer. Determine its oscillation period. Can you gener-
alize this result?



3 Asymptotic Series

Abstract. Asymptotic series describe the behavior of a function for large values of
an argument. The leading asymptotic behavior can often be deduced from an integral
representation using the method of steepest descent. Repeated partial integration or
expansion of the integrand provide series that improve upon the leading approxima-
tion.

3.1 Introduction

Often we must characterize the behavior of a function of z when |z| becomes very large.
For example, in scattering theory we require the asymptotic behavior of Bessel functions.
An asymptotic expansion for f[z] may take the form

flz] = ¢lz]glz] (3.1

where ¢[z] represents the leading asymptotic behavior in terms of familiar functions, often
exponential or logarithmic, while the asymptotic series

(e

gl = > ™t (3.2)
k=0
represents a correction factor expanded in inverse powers of z. Ordinarily we normalize
the series such that a, = 1. However, in the common situation that the ratio f[z]/¢[z] has
an essential singularity at z — oo, the series for g[z] diverges. Nevertheless, for any finite
value of z there may be a truncated series

n

gl =) az* (3.3)
k=0
which provides a very good approximation to f[z]/¢[z] with an accuracy that improves
as |z| increases. The sequence of analytic functions f,[z] = ¢[z]g,[z] is then said to con-
verge asymptotically to f[z]. More formally, the function f, is described as asymptotically
equal to f[z] if

Jim (flz] = f,[z]) = 0 = f,[z] = flz] 34

such that their difference becomes arbitrarily small if |z] is sufficiently large. This relation-
ship is represented by the operator ~ or sometimes ~. A series is asymptotically convergent
if
0 ( Szl
im 7' — —
k>~ \p[2]
Graduate Mathematical Physics. James J. Kelly

Copyright © 2006 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-40637-9

gn[z]) = 0= f,lz] = ¢lzlg,[z] ~ flz] (3.5
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for any positive n. This relationship requires that the difference between f, and f can be
made arbitrarily small if |z| is sufficiently large for any choice of n. Of course, the smaller n
is, the larger |z] would have to be to achieve a specified accuracy.

Unlike more familiar convergent series, z"g,[z] usually diverges for fixed z as n increas-
es such that

lim 7"g, [z] = oo 3.6)

Thus, the accuracy of f,[z] as an approximation to f[z] actually deteriorates if too many
terms are included in the series. Given that the error in summing a series is smaller than the
first neglected term, the best approximation to f[z] for finite z is then obtained by truncat-
ing the series at the smallest term (or, perhaps, the one before). Occasionally f,[z] is actu-
ally convergent with respect to n even though there remains a slight difference from f[z] for
finite z that decreases as z increases. We consider a series of this type also to be an asymp-
totic approximation to f even though some authors limit that term to divergent series only.
If f,[z] and g,[z] are asymptotic series for f[z] and g[z], one can show that

flzl +g,lz] = flz] + glz] (3.7
fulzl x g,lz] =~ flz] x glz] (3.8)

Asymptotic series may integrated, but there is no guarantee that f;[z] is asymptotically
equal to f’[z]. Finally, the asymptotic series for a given function is unique, but the same
asymptotic series can represent more than one function in an asymptotic sense. For exam-
ple, the asymptotic series for f[z] + e~ for Re[z] > 0 is the same as that for f[z].

In this chapter we explore a few of the methods that can be used to obtain asymp-
totic approximations to some of the functions relevant to theoretical physics. We start
with saddle-point methods because they often provide the simplest methods for obtaining
the leading asymptotic behavior. In particular, we discuss the method of steepest descent
in some detail because it is the most versatile while the closely related but more lim-
ited method of stationary phase is developed in the problems at the end of the chapter.
These methods are often suitable for analyzing integral representations that are obtained
as approximations to the physical behavior of a system under specific conditions, whereas
some of the other methods discussed later in the chapter are more suitable for analysis of
mathematical expressions that are, in principle, exact.

3.2 Method of Steepest Descent

Often one encounters functions of the form
flzl = f Flt, z]dt (3.9)
c

where C is a specified contour in the complex #-plane and F is analytic in a domain includ-
ing C. We assume that, for the relevant choices of the parameter z, the contribution made by
the immediate vicinities of the endpoints are negligible and seek an approximation scheme
that takes advantage of the topography of analytic functions.
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Figure 3.1. Typical saddle with path of steepest descent.

Suppose that the integrand can be represented in the exponential form

F[t, z] ~ Explzglt, 211 (3.10)

where glt, z] is an analytic function of the complex variable 7. It is useful to express z = re'’

in polar form and to absorb the phase into that analytic function by writing
z=ré? = zglt, z] = r (u[t] + iv[t]) = FIt, z] ~ Explrult]] Exp[irv[t]] (3.11)

where the real functions u[x, y] and v[x, y] are harmonic and # = x + iy. Recall that neither u
nor v can have an extremum, so that any point 7, where g'[#,] == 0 must represent a simul-
taneous saddle point of both u[x, y] and v[x, y], and that level curves of these two functions
are orthogonal to each other. Therefore, v is constant on the path where u# changes most
rapidly. Figure 3.1 illustrates these relationships. The point #, is a saddle point for both
u and v. The path of steepest descent for u is a path of constant v. By integrating along
a path of constant v, we avoid the delicate cancellations in the integrand due to the rapid
oscillation of Exp[irv] for large r. By selecting the path of steepest descent in u, where
u can be parametrized in the form u ~ u, — as® with positive @, we ensure rapid con-
vergence of the integral of f e dt o f e ds. Thus, the method of steepest descent
can be used whenever it is possible to deform the contour C so that it passes through a
saddle point along this special path. The contribution made by the immediate vicinity of
the saddle point will often provide a very good approximation when r is sufficiently large
and thus represents the lowest term of an asymptotic expansion. The method can also be
generalized for application to more complicated surfaces featuring several saddle points
between the endpoints of the contour. One simply applies this analysis to each saddle point
and adds their contributions.
Near the saddle point we can expand

=1
2
in parabolic form. It is useful to define

glt] = glty]l + &”[1] (3.12)

z=re? - ty = se'?, gl = gze” (3.13)
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where r and g, are positive real numbers representing the magnitude of |z| and the curvature
of u at the saddle point, respectively. The angle y represents the phase of g’’[f] near the
saddle point. A straight path through the saddle point is represented by a constant value
of ¢, describing the orientation of the path, and a real number s varying continuously from
negative to positive values measuring the distance along the path relative to #,. Thus, the
argument of the exponential on a path through the saddle point is parametrized by

2
2gl] ~ 28y + %e‘(‘%”z‘t’) (3.14)

We are free to choose ¢ in a manner that optimizes our approximation to the contour
integral. The path of steepest descent is selected by choosing ¢ according to

n—0—-y

O+y+20=n= ¢ = R dr = se' ds (3.15)
such that
zg8lt] ~ zgy — as? (3.16)
where
87
= %2 3.17
== (3.17)

is large and positive for large r, provided that g, is not abnormally small (if it is small, we
may need to carry another term). The integrand is then so sharply peaked around s = 0
that we can extend the limits of integration to +co with negligible error and it is easy to
evaluate the resulting Gaussian integral. Hence, we obtain

FL2] ~ Explzg, + id] f Expl-as?]ds = Explzg, + i¢]\/§

(3.18)

. 2r

= Explzg, + id], | —

87

Therefore,

. 2r
flzl = Explzg, +ig], | — (3.19)

&zl

provides the first term in an asymptotic expansion for f[z] applicable for large |z|.

To apply the method we must express the integrand in exponential form and select an
appropriate saddle point of the argument of that exponential through which the contour
can be deformed in a manner that ensures that the integral is dominated by the immediate
vicinity of the saddle point. By identifying the proper contour phase, the leading asymp-
totic behavior can be obtained quite easily. Often one can also develop a systematic series
of corrections, thereby obtaining an asymptotic expansion in negative powers of z.
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hle], Explgl]]

t

Figure 3.2. Integration of slow X fast functions.

The method can be generalized to functions expressible in the form

fl] = f hlir) Explzgls, 211 dt (3.20)
C

where h[t] varies much more slowly on the integration path than does Exp[zgl[t, z]]. Fig-
ure 3.2 illustrates that if h[¢] changes little over the width of the Gaussian approximation
to the exponential factor near the saddle point of gz, z], then A[t] ~ h[t,] can be extracted
from the integral such that

2
flz] = hlty] Explzgy + i] | —— (3.21)
&zl

simply has an additional factor.

Approximation is as much art as science. The method of steepest descent provides
one strategy for obtaining a useful approximation to a particular type of function, but
its application depends upon the nature of the particular problem. Rather than memorize
Eq. (3.21), with its definitions of {#,, gy, g,, ¢}, it is better to understand how the strategy
works and then, if applicable, adapt it to the problem at hand.

3.2.1 Example: Gamma Function
The gamma function for Re[z] > 0 can be defined in terms of the integral
Iz+1]= f e dt = f Exp[zLog[t] —t]dt = f Explzgl[t]] dt (3.22)
0 0 0
where z = re® and where

glr] = Loglr] - ; (3.23)
1 1

P L (3.24)
t Z

1
g'ltl = 3 (3.25)
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is an analytic function of # with a parametric dependence on z. The saddle point is defined
by

gltl=0=1,=z2 (3.26)
such that
1 €—2i9
glty] = Log[z] =1,  g’[t,] = 2 TR (3.27)

Thus, we identify
1

& =— y=n-20 (3.28)
T
and solve
0
7r=9+y+2¢=7r—0+2¢:¢=§ (3.29)

to determine that the path of steepest descent is along ¢ = 6/2. Substituting these values,
we obtain

0
I'[z + 1] = Exp|z(Log[z] — 1) + ii V2nr = V2nz 7'e”* (3.30)
Finally, recognizing that I'[z + 1] = z['[z], we obtain an approximation
Tzl ~ V2r 772 (3.31)

that is useful for large |z| and Re[z] > 0.

Figure 3.3 illustrates the path of steepest descent for the particular case z = 10(1 + i),
for which § = n/4 = ¢ = n/8. Contours for the real and imaginary parts of zg[z, z]
are indicated by solid and dashed lines, the saddle point is labeled by ¢, and the path of
steepest descent is shown as a thick line. The complete contour in the ¢ plane begins at
the origin and is approximated by this line in a region surrounding ¢, that is large enough
to accumulate most of the integral, and then approaches the positive real axis, t - oo +
ie, from above. In fact, by using the more general integral representation of the gamma
function, given by

1 =1,
I'z] = cht e dt (3.32)
for the positive contour indicated in Fig. 3.4 (recall Eq. 2.100)), one can demonstrate that
the same asymptotic approximation also applies when Re[z] < 0. One simply deforms the
contour to pass through the saddle point ¢, = z with the proper slope. This generalization
is left as an exercise for the reader.

The accuracy of this approximation is illustrated in Fig. 3.5, which was produced using
the MATHEMATICA® code below. Curves are shown for O < 6 < 2 in steps of /8. Interest-
ingly, the approximation remains successful even for rather small r, except in the immedi-
ate vicinity of 8 = & where the poles in I'[z] are found; this is the curve which stands out.
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11

10.5
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9.5

9 9.5 10 10.5 11

Figure 3.3. Portion of a contour for the integral representation of I'[10(1 + #)] near the saddle point
for t,. The heavy curve shows the path of steepest descent while level curves of u and v are shown
as thin solid and dashed curves, respectively.

Im(z]

g T
C Re[7]

-

Figure 3.4. A contour for Eq. (3.32) that passes through a saddle point ¢, for Re[z] < 0.
Sometimes results of this type have broader applicability than suggested by the assump-
tions employed in their derivation.
Plot [Evaluate [Table [Abs [1 -v2nz* e/ Ganma [z]] / .z - r e},

{0, 0, 2n, g}]] ,{r, 1, 10}, PlotRange - {Automatic, {0, 0.08}},

Frame - True, FrameLabel - {"r", "relative error“}] H

3.3 Partial Integration

Suppose that a function is defined by an integral of the form

flz] = f e, z2ldt or flz] = f o1, 7] dr (3.33)
z 0

where the independent variable appears in one of the limits of integration. Repeated inte-
gration by parts can then generate a series in z leaving a remainder term in the form of an
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0.08
0.07
0.06
0.05
0.04
0.03
0.02
0.01

Relative error

Figure 3.5. Accuracy of asymptotic approximation to I'[r¢*®]. Curves are shown for 0 < § < 27 in
steps of 71/8; only the curve for 6 = x is clearly separated for small r.

integral that is hopefully much smaller in the limit |z] — co. One example should suffice to
illustrate the method.

3.3.1 Example: Complementary Error Function

The complementary error function

2 e
erfc[x] = —f e dt (3.34)
Vr Js

representing the fraction of the area in the wings of a Gaussian probability distribution is
important in statistics. It is useful to re-express this function as

2 0 2 1 0 dw
erfc[x] = —f e dt = — —e
Vo Ji Vi de Aw

and then integrate by parts repeatedly to obtain

1 o 1 [
erfc[x] = — ((—w’l/ze_w)xz - Ef dwe_ww_3/2)
v/ x

1 (e 1 w 3.
-7 ( — - ((_W%/zefw)x2 -3 f dwe—"w 5/2)) (3.36)
1 (e 1e™ 3( _p o 5. 0 an
:ﬁ(T_E‘x—%-’-Z((_W e )xz—i‘[x‘ dW@ w )

The pattern should now be achingly clear. Thus, we write

-w (3.35)

\Vrox — (=2x)%

where n should be chosen to give the best approximation for specified x.

—x2 n _
erfelx] ~ =2 [1 £y (Zkl)”] (3.37)
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Figure 3.6. Convergence for erfc[5].

Let

R k-1
Sy = ; o G ="y aE (3.38)

represent a sequence of partial sums. For any finite x the sequence eventually diverges
because the terms a, begin to grow for k > k. . The optimum number of terms is given
by

2k+1

a
k+1 < -
2x

ay

<l=k, = Max[O, Floor[x2 - %]] (3.39)

where Floor[x] is the largest integer less than or equal to x. Figure 3.6, showing |a,|, demon-
strates that for x = 5 the first term already provides 2 significant figures while the accuracy
of the optimum sum is better than 10 significant figures. It is also clear that accuracy is
lost if too many terms are taken.

However, Fig. 3.7 plotting terms a, for x = 2, for which k. = 3, suggests that this
approximation is limited to a few percent accuracy if x is as small as 2. These characteris-
tics illustrate the basic nature of asymptotic expansions.

A better approximation is available for series whose terms alternate in sign. Although
the term q, is slightly too large in the figure above, we expect that S; is slightly too small
and we expect that a better approximation will be given by S; + %a4. Thus, it would appear
that the best asymptotic approximation is obtained by averaging partial sums for &k, and
k. + 1 terms, such that

2

erfef] ~ 1 ©

Vrox

although we do not have a formal proof of that hypothesis. This technique of optimizing
an asymptotic approximation is sometimes called Richardson extrapolation. The follow-
ing MATHEMATICA" function evaluates our asymptotic approximation to erfc[x]. Richardson
extrapolation is used by default, but can be disabled by including the option Extrapola-

)

(1 +5, + %akmaxﬂ) (3.40)
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Figure 3.7. Convergence for erfc[2].

tion — False.

Clear[erfc];

Options[erfc] = {Extrapolate - True};

erfc[x_, opts__ Rule] := Module[{kmax, sum, extrapolatel},

extrapolate = (Extrapolate/ .{opts})/ .Options[erfc];
1
kmax = Floor [x2 - 5] ;

(2Range [kmax] - 1) !!

sum = I f[kmax > 0, 1 + Plus@@ (—ox?) Range lmax]

Okmax + 1) !! 1 ™
(Zkmax+ 1) ) g,

If[extrapolate, o (-gx?) ﬁ

sum]

The improvement obtained by extrapolation is illustrated in Fig. 3.8, which was pro-
duced by the MATHEMATICA code below. Extrapolation clearly improves the approxima-
tion, which is better than 1% for x > 1.3. The approximation is poor for x < 1, but
improves rapidly.
Plot [{1 - er fc[x] - er fc[x, Extrapolate - Falsel ’

Er fc[x] Er fc[x]

{x, 1, 2}, PlotRange - A11, PlotStyle - {{}, Dashing[{0.02, 0.02}]},

Frame - True, FrameLabel - {"x", "relative error"},

PlotLabel - "asymptotic approximation to er fc[x]",

PlotLegend - {"with extrapolation", "without extrapolation"},
LegendPosition - {-0.2, -0.4},

LegendSize = {0.7, 0.3}, LegendShadow - None] ;

3.4 Expansion of an Integrand

If the function is defined in terms of a definite integral

b
flzl = f glt, z]dt (3.41)
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Figure 3.8. Asymptotic approximation to Erfc[x].

where a and b are fixed, while the integrand g[¢, z] is amenable to asymptotic expansion
with respect to z, the expansion for f[z] can be generated by integration term by term. This
method is most useful when each term is sufficiently localized with respect to ¢ that the
limits of integration can be extended without appreciable change in the integral. Again,
one example should suffice to illustrate the method.

3.4.1 Example: Modified Bessel Function

Without deriving this integral representation at this time, we can use

X2 2 on (™7 2 Qinr12
IO[—] =—e f Exp[—x~ Sin[t]”] dt (3.42)
2 big 0

to derive an asymptotic approximation to the modified Bessel function of the first kind with
order 0, namely /)[x]. This integral representation is convenient because as x increases the
integral becomes increasingly dominated by small ¢, which permits extension of the upper
limit to co with little error. Hence, we consider the integral

flxl = fo " Exp[—x° Sin[¢]*] dt (3.43)
and use a change of variables

w = Sin[t] = dw = Cos[t]dt = mdt (3.44)
to write

Lo ! 20 w2 3wt
= [ = [Cave (”7+T+”') (3.45)

or

1 )
flx] = f dw e 14 S G DE (3.46)
A 24" g
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If x is large, the Gaussian factor is sharply peaked in w and we can extend the upper limit
of integration to co with little error such that

flxl = f w14 ka (3.47)
0 i 2k

The integrals can now be evaluated using

. 1 |nm
M= [ awe =2 7 (3.48)
0 0 2y A

©0 2 oY \r2n =1
M [A] = W2 — (__) M, =Y 4
LA jo‘ dw e w i o 2 ! (3.49)

and the series becomes
Vr O (k=D ) V7 129 4,25 6
f[X]ZE 1+Z(W)x =§(1+1x +a_x +ﬁx +)
k=1 :
(3.50)
Unlike the asymptotic expansion for Erfc[x], this series converges for [x| > 1 because
2
_ ( 2k+1) ) <1
a, 2(k + 1)x

and hence is asymptotically equal to f[x] for large x without need for truncation. Thus, we
obtain an asymptotic series for

2] e 2k = DI
L=~ 1+ S A 3.52
0[2] ﬁx( ;( 2kk! ) * (:2)

a
> 1 = |k

(3.51)

or

Iy[x] =

o0 2
& (1 +Z((2kk 1)!!) 29+ (3.53)
\2nx — 2%k!

The following function and accompanying plots explore the accuracy of this asymp-
totic series for /j[z]. Figure 3.9 demonstrates that the expansion becomes increasingly
accurate as x increases, but even with just the first term of the series one obtains a few
percent accuracy for x = 1. The series converges quite rapidly for x > 1. Figure 3.10
shows that the relative error for k., = 5 decreases rapidly as x increases. However, this
series must still be classified as an asymptotic series, even if convergent, because there is
a minimum error for finite x that originates from extending the range of integration.

error [x_, kmax_] :=
kmax 2
* 2k-1)!!
1- ( ¢ {1+Z %) (2x)'k“/Besse11[0,x]
(Verx | H\ 27K /]
Plot [Evaluate[Table[error[x, kmax] , {kmax, 0, 5}]1],
{x, 0, 10}, PlotRange - {Automatic, {-0.05, 0.05}},

Frame - True, FrameLabel - {"x", "relative error"},

PlotLabel - "Accuracy of Asymptotic Expansion for BesselI[0, x]"];
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Figure 3.9. Accuracy of asymptotic expansion for /;[x] as k_, increases from O to 5.
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Figure 3.10. Accuracy of asymptotic expansion for [j[x] with k = 5.

LogPlot [Abs [error[x, 5]], {x, 1, 100},
Frame - True, FrameLabel - {"x", "relative error"},

PlotLabel - "Accuracy of Asymptotic Expansion for BesselI[0, x]"];

Furthermore, even though our derivation employed real variables, it is clear that the
series is valid more generally for -5 < Arg[z] < 7. However, as |Arg[z]| - 7 the accuracy
deteriorates for given r. Figure 3.11 shows the r-dependence of the relative error in I,[re™]
for 0 < 6 < 3 in steps of % for k,,, = 5. Although the error for small r increases with 6,
this expansion still provides reasonable accuracy for modest k,,, over a substantial range
of polar angles.

3t &

LogPlot [Evaluate [Table [Abs [error[r ', 511, {6, 0, 5 g}] ] ,

{r, 1, 100}, Frame - True,
FrameLabel - {"r", "relative error"},

PlotLabel - "Accuracy of Asymptotic Expansion for BesselI[O0, x] "] H
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Figure 3.11. Accuracy of asymptotic expansion for [ [re®] with k,,, = 5and 0 < 6 < %” in steps
of .
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Problems for Chapter 3

1. Landau straggling

If a fast charged particle passes through a thin film of material, it will lose energy by ion-
izing atoms via a stochastic process. Landau used a Laplace transform technique to derive
the probability distribution for this energy-loss process. Without presenting the details,
suffice it to say that the function

1 Cc+ico
ol = f - pPedp (3.54)

plays an important role in the theory. The Laplace parameter c is an arbitrary positive real
number. Use the method of steepest descent to derive an asymptotic approximation for this
function that is useful for A <« 0.

2. stellar reaction rate

A star is powered by nuclear reactions in its core. Suppose that the average rate of nuclear
collisions with center-of-mass energy between E and E + dE is Ne /T E dE where N is
a constant and 7 is the core temperature in energy units. Also suppose that the probability
that a collision with energy E results in a nuclear reaction is Me™®/ VE \where M and a
are constants. Use the method of steepest descent to determine the reaction rate assuming
that T < o?.

3. incomplete gamma function
The incomplete gamma function, I'[a, z], can be defined in terms of the contour integral

Ia, z] = f dt e”'t*! (3.55)
z

where a and z are complex and where the contour in the complex #-plane starts at z and
approaches t — (4+oc0, 0) smoothly. If necessary, a branch cut is made on the negative real
t-axis. Use the method of steepest descent to determine the leading asymptotic behavior
of the function f[z] = I'[z + 1, z] when |arg[Z]| < 7.
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4. Airy function
The Airy functions Ai[z] and Bi[z] are solutions to the differential equation

w’[z] — zwlz] == (3.56)

and arise in boundary-value problems in quantum mechanics and electrodynamics. A use-
ful integral representation of Ai[x] for positive real x is given by

I w?
Ai[x] = o f Exp[—u’ (a)x + 3)] dw (3.57)

Use the method of steepest descent to determine the leading asymptotic behavior of Ai[x]
for large x. (Hint: choose the appropriate saddle point carefully.)

5. Bessel function
The Schldifli integral representation of the Bessel function J, [z] takes the form

where the complex 7-plane is cut on the negative real axis and where C enters from —co
just below the cut, circles the origin once in a positive sense, and then exits toward —oo just
above the cut but is otherwise arbitrary. Use the method of steepest descent to obtain the
leading asymptotic behavior, being careful to include both saddle points.

6. exponential integral
Develop an asymptotic series for the exponential integral

En[z]zf et dt (3.59)
1

for large |z] with n > 0. You may assume that n is an integer. How many terms can be
included for finite |z|?

7. asymptotic expansion of Fresnel functions
The Fresnel functions for real variables are defined by

X 2 X 2
Clx] = f Cos[m]dt, S[x] = f Sin[m]art (3.60)
0 2 0 2

a) Determine the limiting values C[oo] and S[eo]. (Hint: use contour integration of an
exponential on a wedge of opening angle n/4.)

b) Obtain asymptotic expansions for the Fresnel functions. (Hint: evaluate corrections to
the asymptotic values by integrating from x to co by parts.)

8. method of stationary phase
The method of stationary phase is a somewhat simplified variation of the method of steep-
est descent that is useful for Fourier integrals of the form

flt] = f glw] Explig[w]r] dw (3.61)

where the amplitude g[w] depends relatively slowly upon frequency w and the phase ¢[w]
is real. For large times ¢ — oo, the phase of the exponential factor varies extremely rapidly
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with frequency unless ¢[w] is practically constant. Therefore, the asymptotic value of the
integral tends to be dominated by points of stationary phase.

a) Develop a general formula for the contribution of a point of stationary phase to the
asymptotic behavior of f[z]. How does one handle several such points?

b) Suppose that ¢’[w] # 0 anywhere in the interval w; < w < w,. Use integration by
parts to show that

f " glw] Expliglwlt] dw (3.62)

is of order +~! and, hence, that intervals lacking a point of stationary phase can be
neglected in the limit # — oo.

¢) Suppose that a wave function is represented by

1 . . 3 k?
Ylx, t] = o [m Ylk] Explitkx — wt)]dk, w = m (3.63)
where
Ulk] = f ) dxe™™yx, 0] (3.64)

is the spectral representation of the initial wave function and varies slowly with k
if Y[x, 0] is well localized. Evaluate the intensity, lez, for x - oo and t » oo with
constant ratio £ = x/t.

9. surface waves on deep water
One-dimensional surfaces waves on deep water in a narrow channel take the form

Ul 1] = f Gl — 3, (WL, Ol dy + f Glix— . 11y, O] dy (3.63)
where f[x, 1] = 8f[x, 1]/t and
Glx,t] = f ) MW% (3.66)
e W 2r

with w = m (g is the gravitational acceleration). Here ¥[x, 0] and tl/[x, 0] represent the
initial displacement and vertical velocity profiles and we evaluate {/[x, ] for later times, ¢ >
0. (See A.L. Fetter and J. D. Walecka, Theoretical Mechanics of Particles and Continua,
McGraw-Hill, 1980.) Use the method of stationary phase to evaluate G[x, t] for 1 - oo
and x — oo simultaneously in the constant ratio ¢ = x/¢. Sketch and interpret this function.
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Abstract. The analysis of physical systems is often simplified using idealizations
that represent an impulse being delivered instantaneously or a charge distribution
being confined to a mathematical point without volume. Here we develop the Dirac
delta function in terms of limiting properties of nascent delta functions. Similar
methods are used for related generalized functions (or distributions).

4.1 Motivation

Often it is useful to idealize an external force as instantaneous or a charge distribution
as two-dimensional. For example, if the response of a system is much slower than the
duration of an applied force, it becomes useful to employ impulse, defined as the time
integral of the force

1y+7/2
I = f Flt]dt = Ap “.n
ty—1/2
in a limiting process where the duration 7 — 0 approaches zero while the peak force
F[ty] = co such that the product 7F[z)] = Ap remains constant. Thus, we imagine that the
entire change of momentum, Ap, is delivered instantaneously at time #,. If the response
of the system is much slower than the duration of the force, it becomes insensitive to the
detailed shape of F'[t] and responds only to the net impulse Ap. There is then considerable
latitude in choosing a convenient representation for F[¢].
Consider a Gaussian function

Exp|- 2]

olx, o] = 4.2)
2n0?
defined with unit integral
f 6l ol dx = 1 @3)

As the width o decreases, the height increases to maintain a constant integral. Thus, we
could represent an impulsive force by

Flt] = lin& I6[t, 7] (4.4)

such that the integral

fEF[t] dt =1 4.5)

€
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o[x,0]

flx]

flx) 6[x0]

X

Figure 4.1. Integration of a broad function, f[x], against a narrow function, d[x, o].

over any small but finite interval, || < € with € - 0, provides the same impulse 7. There-
fore, one of the representations of the Dirac delta function 6[x] is offered by the limit

Exp|- 25
S[x] = (171510 Slx, o] = lim M (4.6)

-0 W/27'(0-2

However, d[x] is clearly not an ordinary function — this limit vanishes for any x # 0
and does not exist for x = 0.

Exp[—x—z]
x#0= lim ——22- =0 .7
=0 272
Expl— =2
x> 0= ol 202]—> L (4.8)

V2ro? o \/ﬂ

Despite the fact that the limit of the integrand vanishes everywhere but the one point where
it diverges, the integral remains finite, in this representation constant, and converges to
unity. We describe d[x, o] as a nascent delta function, a delta function in the making.

Consider an ordinary function f[x] which is continuous at x = 0. Despite the peculiar
divergence of ¢[x], the integral

f fx1o[x] dx = f{0] (4.9)

converges simply to f[0]. Figure 4.1 illustrates the evaluation of this integral. We assume
that f[x] is continuous in some interval around x = 0 and choose o small enough to
ensure that f[x] is well behaved throughout the domain where J[x, o] has appreciable
strength. As o is reduced further, the product 6[x, o] f[x] is approximated increasingly
well by f[0]d[x, o] because the variation of f[x] within the width of J[x, o] can be made
arbitrarily small. Consequently, we can extract the constant f[0] from the integral

me SIxIolx, oldx = f[0] foo Olx, oldx = f[0] (4.10)
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to obtain

f ) fIxJolx] dx = lim f ) FIx16[x, ol dx = £[0] A.11)

without reference to the detailed shape of d[x, o-]. Notice that the limits of integration need
not be infinite, just much larger than o .

Notice that the order of integration and limit operations are not interchangeable — one
must evaluate the integral before the limit because the limit of the nascent delta func-
tion, d[x, o], is not a respectable function. Therefore, 6[x] is only defined within the con-
text of integration against a continuous function. The Dirac delta function is an example of
a generalized function defined in terms of its behavior under an integral. Mathematicians
prefer to call generalized functions distributions instead, but to this author the term distri-
bution hardly seems applicable to an entity that vanishes at all but one point. Other useful
distributions include the Heaviside step function, the square function, and derivatives of
the delta function. Familiarity with the properties of generalized functions can greatly sim-
ply the evaluation of integrals or the solutions of differential equations that involve large
disparities between the spatial or temporal profile of one component and the response of
another. Of course, one could employ only well-behaved narrow functions and evaluate
the appropriate limits explicitly, thereby recreating a generalized function, but who has the
time?

4.2 Properties of the Dirac Delta Function

If f[x] is continuous at x,, then

j_‘oo flx1olx — xpldx = flx,] (4.12)
selects the value at x,,. This property is easily verified using the change of variables

y=X—X) = j:m SfIx10[x — xy] dx = f_m Sy +xl0[yl dy (4.13)
and the definition

[ ewieviay = gio (4.14)
where

8yl = fly +x5] = gl0] = flxo] (4.15)
Similarly, one can prove that

a+ (= I: flx]olax] dx = % (4.16)
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using
a>0= I: flx]6lax] dx = éf: f[%]d[y] dy = @ = % 4.17)
a<0= I:f[x](S[ax] dx = - L_mf[ﬁ]é[y]cﬂy - —@ = % (4.18)
Thus, we write
a#0= dlax] = % (4.19)

as an equality even though neither side represents a function because the replacement of
one side with the other is operationally correct within the context of an appropriate integral.
Notice that this result suggests that d[x] is even; hence, it is useful to require that property
of nascent delta functions.

How should one interpret an expression of the form 6[x? — a?]? The interpretation is
based upon the behavior of that generalized function under an integral. We assume that
a is real and, without loss of generality, that @ > 0. Recognizing that x> — a® has roots
at x = +a, we can separate the integral into two contributions

o 0 00
f FIxI6[x* — a®]dx = f FIx10[(x + a)(x — a)] dx + f FIx16[(x + a)(x — a)] dx
oo —co 0

(4.20)
where in the first integral

Xo—a=x-—a--2a= [ : FIx16[(x + a)(x — a)) dx = f|[2_ac|l] (4.21)
while in the second

x—>a=>x+a—>2azwa[x]é[(x+a)(x—a)]dx=% (4.22)
such that

a+0= [ : fIxI6[x* — a*1dx = W (4.23)

provided only that f[x] is continuous near both x = +a and that a # 0. Therefore, from an
operational point of view, we may write
_ Olx—a] +6[x+a]

a+0= x> -d’] = (4.24)
[2al

because both sides produce the same result when integrated against any suitable function.
(Note, however, that 5[x?] is uninterpretable.)

Finally, we can generalize this procedure to evaluate 6[g[x]] where g[x] is a function
with an arbitrary number of isolated roots.
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Theorem 19. Suppose that g[x] has isolated simple roots at {x,,n = 1,2,...}, such that
x~x, = glx] ~ (x — x,)¢ [x,]

with g'[x,] # 0. Then
Z 6[x %] 4.25)

If the roots of g[x] are isolated, we may evaluate the integral
00 X, T€
f Flxlolglx]dx = " f S1x16] (= x,)¢'[x,]] dx (4.26)
—00 n X,—€

as a sum over contributions from each root of g[x] where € is a positive number smaller
than the spacing between roots. Then using the scaling property d[ax] = d[x]/|al, we obtain

flx,]
f flx16]glx]] dx = Z vIR] (4.27)
Therefore, we obtain an operational definition
[x —x,]
(glx,] = 0.¢'lx,] # 0} = [gl]| = Z PIET (4.28)

that incorporates all preceding results from this section.

4.3 Other Useful Generalized Functions
4.3.1 Heaviside Step Function

A useful version of the unit step function, known as the Heaviside function, can be con-
structed by integration over a delta function, whereby

Ol] = f SOyl dy (4.29)

00

serves as an operational definition. A more controlled definition of a nascent step function
is based upon a suitable nascent delta function, such that

Olx, o] = f oly, oldy (4.30)
Qx] = lil’I(l) Qlx, o] (4.31)
o>
If we choose the Gaussian representation, then we obtain
X2
ox,0]= — = 0O[x,0] = 1 + Erf] — (4.32)
2n0? \/_ 20

where Erf[x] is the error function. Figure 4.2 demonstrates that the transition between
values of O for x << O or 1 for x > 1 becomes very sharp as o becomes small. Furthermore,
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Figure 4.2. Nascent step functions.

because 6[x] is even, we obtain ®[0, o] = 1/2. Therefore, the Heaviside step function
assumes the values

0 x<0
Ox] =13 x=0 (4.33)
1 x>0

Notice that ®[x] is an ordinary function despite the discontinuity at x = 0. There are other
versions of the step function defining the value at x = 0 to be either O or 1, but ®[x] is
the version that arises naturally in calculations that employ the Dirac delta function. Also
notice that once the limit o — 0 is taken ®[x] becomes independent of the representation
of d[x, o], depending only upon the fact that the delta function is defined with unit area
and the properties 6[x # 0] = 0 and 6[—x] = J[x].

Despite the discontinuity of ®[x] at x = 0, its definition in terms of integration over a
delta function can be used to deduce an operational definition for the derivative of ®[x],
namely

Bx] = fx dlyldy = O’[x] = dlx] (4.34)

00

where the derivative of the unit discontinuity becomes a spike of unit area. This result is
consistent with the behavior of the underlying nascent functions

B, o] = fx Oy, oldy = ®'[x, o] = dlx, 0] (4.35)

00

4.3.2 Derivatives of the Dirac Delta Function

Can one interpret the derivative of a delta function, ¢’[x]? Once again we appeal to the
Gaussian representation of a nascent delta function to evaluate
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S [x,0]

X

Figure 4.3. Derivative of nascent delta function.

olx, o] = % s o] = O] —XEXP[_;‘C;] (4.36)

V2no? Ox o3\2rn

Figure 4.3 demonstrates that this function has two equal and opposite lobes centered near
x ~ =0 with area proportional to o~!. As o decreases, these lobes become taller and
closer together. Thus, one expects integration of ¢’[x, o] against a continuous function to
produce a result of the form

fl=ol- flo] o«
o

f N FIx16[x, o] dix o —£'[0] (4.37)

wherein the ratio between the difference of the function on opposite sides of x = 0 and
the width of the interval is proportional to the derivative of f[x] and of opposite sign.
Although ¢’[x, o] obviously does not yield an ordinary function in the limit o — 0, its
behavior under an integral serves as the operational definition of a generalized function.
Assuming that f[x] is differentiable near x = 0, integration by parts yields

foo SIx18'[x, oldx = (f[x]0[x, oD, — fm S'[x16[x, oldx (4.38)

The surface terms vanish for any reasonably well-behaved f[x], while the remaining inte-
gral reduces to f’[0] in the limit o — 0, such that

fm fIx16"[x] dx = liII(l) fm fIx16'[x, ol dx = — fm f'[x]6[x] dx = —f'[0] (4.39)

It is now straightforward to generalize this procedure to obtain an interpretation

f ) fIx16P Il dx = (=)' f™[0] (4.40)

of arbitrary derivatives, assuming that f[x] is differentiable at least n times at x = 0. Note
that we use the notation

o1 = ol -
X

d"flx]
dx"

(4.41)
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4.4 Green Functions

Suppose that a damped harmonic oscillator is subjected to an external force F[r] with
finite duration and is at rest before the onset of that force. The displacement satisfies a
differential equation of the form

mi[t] + 2myi(t] + mwix(t] = F|t] (4.42)

where w,, is the natural frequency of undamped oscillations, y is the damping constant,
and time derivatives are indicated by the dot notation. The homogeneous equation has
solutions of the form

milr] + 2mylt] + mwix[r] = 0 = x[r] = Exp[—yt](A Sin[wt] + BCos[wt])  (4.43)

where A and B are constants and where we assume weak damping to obtain

y<wy=w=w) -9 (4.44)

Now suppose that the mass is struck at time ¢’ such that there is an abrupt change in
velocity. We assume that the impulse acts during an infinitesimal time interval that is too
short for the position of the mass to change. Thus, the dissipative and restoring forces have
no effect and we find that the instantaneous change in velocity

Flt] » I6[t —t'] = Ai['] = n% = lim(ilt’ + &] — &1’ —&]) (4.45)

reduces to simply Z/m, where 7 is the impulse delivered. Recognizing that the homoge-
neous equation applies both before and after the impulse, solutions for those intervals take
the form

t <t' = x[t] = Exp[—yt](A_ Sin[wt] + B_ Cos[wt]) (4.46)
t >1t" = x[t] = Exp[—yt](A, Sin[wt] + B, Cos[wt]) 4.47)

where the coefficients are chosen to satisfy the boundary conditions
x[t'—¢el=xt'-¢]=0=A_=B_=0 (4.48)
’ oy I I t’ ’ I tQ; ’
At +el =01t +e] = — = A, = —e" Cos|wt’], B, = —e”" Sin[wt’] (4.49)
m mw mw
such that the Green function

Sin[w(t — 1)]O[t — #'] (4.50)

represents the response of the system at time 7 to a unit impulse at time #’. This response
takes the form of a damped sinusoidal oscillation. The step function enforces causality —
there can be no effect before its cause. Also, notice that G[t, t'] = G[t — t'] depends only
upon the difference between the times because the homogeneous equation has no explicit
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time dependence and thus is insensitive to clock offsets. We could have simplified the
algebra (omitted anyway) by exploiting this symmetry from the beginning. The response
of the system to a disturbance of finite duration can be evaluated by using the superposition
principle for linear differential equations to sum the effects of a sequence of impulses that
represents the time profile according to

0o

F[t] = fw F[t'6[t —t']dt’ = x[t] = x,[1] +f Glt, t'1F[t']1dt’ 4.51)

00 —00

where x,[¢] is a solution to the homogeneous equation
%olt] + 2y, [t] + wix,[t] =0 (4.52)

Often the boundary conditions x[—oo] = x[—o0] = 0 specifying that the system is at
rest before the action of an external disturbance require x,[¢] = O if not, x,[¢] is designed
to match the appropriate boundary conditions. To demonstrate this solution formally, let

L= mi2 + 2m7£ + mw? (4.53)
dr dt 0
represent a linear differential operator such that the equation of motion becomes
Lx[t] = F|[t] (4.54)
The homogeneous solution satisfies
Lx[t] == (4.55)
while the Green function satisfies

LG[t,t'] = 0[t —1'] (4.56)

where the operator applies to the first argument of G[z,#'] with the second held fixed.
Applying £ to the proposed solution,

x[t] = x,[t] + fG[t, YIF[dt = Lx[t] = fLG[t, Y1F[¢ ] dt

(4.57)
= f&[t—t’]F[r’]clt’ = F[t]
one recovers the original differential equation. Therefore, the function
x[t] = xpt] + foo Glt, '|F[t' dt’ (4.58)
with
Glt,t'] = W Sin[w(t —1")]O[t — '] (4.59)

provides a solution to the inhomogeneous problem in the form of a convolution integral
in which the displacement at time ¢ is determined by the net response of the system to
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external forces at all earlier times. The influence of a force at time ¢ upon a later time ¢
is reduced by the exponential damping factor, such that recent forces tend to matter most.
Notice that causality is enforced by the step function in Gz, #’] and that we may limit the
range of integration strictly to the past, such that

x[t]zxo[t]+f Glt, ']F[t'] dt’ (4.60)

00

should be interpreted as the sum of effects produced by past causes for all past times up
to the present. Nevertheless, one often extends the upper limit of integration to co for
convenience, confident that the Green function eliminates sensitivity to the future.

Note that our derivation was more schematic than rigorous; for example, we implicitly
assumed uniform convergence in order to move £ inside the convolution integral. Never-
theless, it is consistent with the spirit of generalized functions and can be made rigorous
by replacing the delta and step functions with the appropriate nascent functions and evalu-
ating the limits more carefully. Although the Gz, '] obtained here is actually an ordinary
function, it is described as a generalized function because the inhomogeneous term upon
which it is based is idealized as a delta function. It is also important to recognize that the
Green function depends not only upon £ but also upon the boundary conditions. The solu-
tion to

LG[t,t'] = [t — '] (4.61)

is usually not unique without specification of the boundary conditions. The version we
derived above is often described as a retarded Green function because the effect follows
the cause (is retarded in time), and is denoted by G"[z, ']. If £ describes a wave equation,
we might be interested in an advanced solution, G, or a standing-wave solution, G©.
The present analysis is typical of the Green-function method for linear systems. In the
next several chapters we will develop a variety of useful techniques for construction of the
Green functions for a variety of systems. Often there will be several equivalent represen-
tations and the most useful representation may depend upon its anticipated application.

4.5 Multidimensional Delta Functions
A point mass at 7 = (¥, ¥, Z') is represented by a density distribution of the form
olx, y, z] = md[F — 7] = mé[x — x'16[y — ¥'16[z — '] (4.62)

where in Cartesian coordinates the three-dimensional delta function factors into a product
of three one-dimensional delta functions of identical form such that

fp[x,y,z]d3r:mféﬁ—?']d%
\%4 \%

:mf&[x—x’]cﬂxf(s[y—y']dyfﬂz—Z']ClZ (4.63)
_Jm VeV
o mev



4.5 Multidimensional Delta Functions 121

returns the mass for any volume that contains the particle and vanishes otherwise. If nec-
essary, we can work with a spherically symmetric nascent delta function of the form

r—. I 2
0 1 0 lim Exp[ g ] 4.64
[r—r] 1m [r—r O'] (}%OW ( )
that represents a compact charge distribution and is normalized according to
1 7eV
f SF-7,oldr=1 (4.65)
v 0 7eV

Notice that a three-dimensional delta function has dimensions of inverse volume. Of course,
many alternative nascent delta functions with these same basic properties are also avail-
able.

In curvilinear coordinate systems (spherical, cylindrical, etc.), one must include Jaco-
bian factors for each one-dimensional delta function, with respect to a particular coordi-
nate, that match the differential volume element. For example, in spherical coordinates
(, 6, ¢) we factor the three-dimensional delta function in the form

olr—r']ol0 - 0’] or— ’]

o =71 = =3 Sin[6] ol¢ = ¢l =

8] Cos[6] — Cos[¢/1]61¢ — ¢']
(4.66)

such that

-~ , T o 2r
f S[7 —#1dr = f (L_»r]rz‘“f s H]Si“w]cwf o= 91de
N o Sin[d] 0

) / 1 21
- f or=rlz g4, f 5[Cos[6] — Cos[61] dCos[6] f oo — ¢'1do
0 0

rr

=1
(4.67)

where for the polar angle it is often more convenient to employ { = Cos[6)] instead of 6
directly. Also note for the radial delta function we chose to express the denominator in the
symmetric form r7’ instead of either 2 or 2, but all three forms are equivalent because the
delta function carries the instruction r — /. Similarly, in cylindrical coordinates (¢, ¢, z)
we find

dV =¢édédpdz = 6[r -7 = i ]6[¢ ¢'10[z - 7] (4.68)

3

Suppose that charge ¢ is distributed uniformly on a disk of radius a in the equatorial
plane. The charge density can then be represented by
3q 3q T _ 4
plxy, z] = E(B[a - r]6[Cos[9]] = ﬁ(a[a - ”]5[9 - 5] = E(a[a - §16lz]
(4.69)

where the first two forms employ variations of spherical coordinates and the last employs
cylindrical coordinates. The step function, constructed as an integral over a delta function,
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is dimensionless. The coefficients must be chosen to ensure proper normalization of the
total charge for each representation of the differential volume element. Again, physically
realizable distributions could employ nascent delta and step functions but idealized func-
tions can be used if we are not interested in details that depend upon the precise sharpness
of the edges or the width of the disk.

Problems for Chapter 4

1. nascent delta functions
Sketch the following functions for small positive o and demonstrate that they can serve as
nascent delta functions.

0 x| > o
a) olx, o] ={ |

3% |X| <O
_o_1
b) dlx, o] = T o242
C) (5[)6, 0_] — %Sm[;/o‘]

d) 6[X,O']: E(W)Z

s

Briefly discuss their advantages and disadvantages. Consider, for example, lim ., 6[x, o]
for x # 0 and also the behavior of
lin(l) f fIxlolx, o] dx (4.70)
[Od —o0

when f[x] diverges at +co. Contrast, where appropriate, with the behavior of the Gaussian
representation.

2. Fermi distribution as nascent step function
The Fermi distribution

nle, 7l = (" + 17! 471

represents the occupation probability for a fermion state with energy ¢ relative to the Fermi
level at temperature 7 (in energy units). Show that as 7 — 0 this function is closely related
to a nascent step function and deduce the corresponding nascent delta function.

3. higher derivatives of the delta function
Sketch 6”[x, o] and 6" [x, o ]. Discuss these curves in terms of the finite-difference formu-
las for f”’[x] and f""’[x].

4. derivative of delta function with monomial factor
Use induction to demonstrate that

o[ nzmet

(n=m)! 4.72)
0 m>nz=0

in the operational sense of a generalized function integrated against a suitable function f[x].
What conditions must be imposed upon f[x]?
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5. recoil factor for knockout reactions

Suppose that projectile a is scattered by nucleus A producing a final state containing the
scattered particle b, a knocked out particle ¢, and residual nucleus B such thata+A — b+
c+B. Let (g, i)i) represent the energy and momentum of a particle labeled i € {q, b, ¢, A, B}
with mass m; and use relativistic kinematics throughout. If B is left in a discrete state of
mass my, the reaction calculation often involves a recoil factor

R = f6[8b+sc+83—sa—mA]dsC 4.73)

defined by an integral over a delta function that enforces energy conservation, where we
have assumed that the target is at rest such that &, = m, and where
2 _ 22 2 _ a2 2 : 22 _ 2 2

gg=py+my=({p,—D,—P.) +my with p. =g —m; 4.74)
according to momentum conservation. (Note that we use natural units with the light speed
set to unity.) Find an explicit expression for R in terms of the energies and momenta of ¢
and B. (Hint: the kinematics of particles a and b and the direction of p, are fixed while &,
and [p,| depend upon &,.)

6. Green function for stretched string
Suppose that a string clamped at x = 0 and x = L is under tension 7" and is subjected to a
static load F[x]. The displacement y[x] satisfies

Ty"[x] == F[x] (4.75)

for sufficiently small F/T. Note that F is the force per unit length. Evaluate the Green
function, G[x, x’], which satisfies

82
T—Glx, x'] = 6[x — ] (4.76)

ox
and express the general solution for an arbitrary load distribution in terms of the Green

function.

7. Green function for damped oscillator
A damped harmonic oscillator satisfies a differential equation of the form

mx[t] + 2myx[t] + mw%x[r] = F[t] (4.77)

where m is the mass, 7 is the damping parameter, w, is the frequency of free undamped
oscillations, and F is an additional external force. Evaluate and graphically compare the
retarded Green functions for underdamped (y < w,), critically damped (y = w,), and
overdamped (y > w,) systems.

8. response of damped oscillator to step using Green function
a) Use the Green function for a damped oscillator to solve

¥[t] + 2yx[t] + wix(t] = f,O[t] (4.78)

for a step function. Find explicit solutions for the underdamped, overdamped, and
critically damped cases. Compare these three solutions graphically and explain their
behavior.
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b) Combine two of these solutions to determine the response to a square pulse
¥[1] + 2yx[t] + wix[t] = £,(O[t] - O[t — 7]) (4.79)

Plot the solutions for y/w, = 0.5, 1.0,2.0 with 7 = 10/w, as functions of wt and
explain their general characteristics. If this were an RLC circuit, under what condi-
tions would the output follow the input most closely?
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Abstract. Integral transforms find widespread application in the solution of differen-
tial equations and the construction of Green functions that describe the response of
linear systems to external influences. We illustrate these methods using the Fourier
and Laplace transforms, but the technique is more general. Several practical exam-
ples of the use of Fast Fourier transforms are also included.

5.1 Introduction

The function f[z] defined by

b
Tlel = f diKlz, 11/11] 5.1

is described as an integral transform of f[t] with respect to the kernel K[z, t]. The range of
integration must also be specified in the definition of the transform. The variables ¢ and z
are then described as conjugate to each other. It is useful to represent the integral trans-
formation by a linear operator K acting on the function f to produce a new function f
according to

b
F=Kf e I = f diK1z, 11f11] (52)

where the functional relationship on the left-hand side is uncluttered by variable names.
When it is useful to indicate symbols for the pair of conjugate variables, we can write

[zl = Kflzl = KUf1eNllz] or  f=KIflel] (5.3

depending upon which variable is of interest. If the integral transforms for two func-
tions f and g both exist, the transform of a linear combination

h=af +bg= h=af +bg (5.4)

is the same linear combination of their transforms because X is linear. Similarly, the
inverse transformation can be represented by

=K'= flt] = f dzK'[1, 217 1z] (5.5)
C

where K~! represents the inversion kernel (not the reciprocal of K'!) and C is an appropriate
contour. Thus, the inversion is also represented by a linear operator K~
Graduate Mathematical Physics. James J. Kelly

Copyright © 2006 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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An infinite variety of integral transforms is possible, but the most useful are listed
in Table 5.1. Note that we use the same tilde notation for the transformed function and
trust that the intended operator will be clear from the context. The following sections dis-
cuss the most important properties of these transformations and present examples of their
application to problem solving. One often finds that application of an integral transform
to a linear differential, integral, or integro-differential equation produces a much simpler,
often purely algebraic, equation. Therefore, this technique finds widespread application to
problems involving the response of a linear system to some external influence.

Table 5.1. Common integral transforms.

Type Forward transform Inverse transform

Fourier  flw] = f dte™ f[t] £l = f dwe™ Flw]
Bessel  f,[k] = [ dxx], [kx]f[x]  flx] = fo dkkJ [kx1f, [k]
Lae J01= e 1= 2 e
Mellin  flz] = [[” di*! f[1] flrl = oL [ durFiz)
Hilbert  flz] = £ [ drd fl =2 [ dglt

5.2 Fourier Transform
5.2.1 Motivation

We assume that you are already familiar with Fourier sine and cosine series and their value
in the analysis of periodic phenomena. Suppose that f[z] is a piecewise smooth function
for —% <t= Z . By piecewise smooth we mean that there are, at most, a finite number
of distinct dlscontmultles within |f| < T/2 and that f[¢] has continuous first and second
derivatives in each interval between discontinuities. The Fourier theorem then tells us that
at any point where f[#] is continuous, the series

] = 30 ;a Coslw,t] + Z; b, Sinfw,f], w, = 2% (5.6)
2 T/2

a,= = f dt Cos[w,11fIt] (5.7)
2 T/2

b, == f dt Sinfw,11/11] (5.8)
-T/2

converges to the original function. We will not repeat the proof of this theorem here, but
instead will use Euler’s formula to combine these series using exponentials with complex
arguments, which often simplifies their manipulation and facilitates generalization to the
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Fourier transform in the limit 7 — oco. Thus,
1
Cos[w,t] - 3 (Exp[iwnt] + Exp[—iwnt])
1
Sin[w,t] = % (Exp[a’wnt] - Exp[—ziwnt])
i

gives

00

Z a, (Exp[zicunt] + Exp[—z'a)nt])

n=

pal

N =

a
2 4
2

b, (Expliw,] — Exp[—iw,!])

+
R —
[

S
—_

N —
Ngk

1 (o]
= % + (a, — ib,) Expliw, 1] + 3 ;(an +ib,) Exp[—iw,f]

n=

Recognizing that

w_,=-w,=b_,=-b

— n’

by =0
we can combine these series by extending 7 to the negative integers, such that

flel = Z (a'%ib”)Exp[—u'wnt]

n=—oo

Finally, we define

+ib, 1 (772
¢, =2 _ — f dt Expliw, 11£[1]
2 T Jorp

to obtain the complex Fourier series

00

fll= )" ¢, Expl-iw,]
nlz_oo T/2
c, = —f dt Expliw, t]f[t]
T Jorp

subject to the same conditions as the sine and cosine series.
Note that if f[¢] is real, then

f*:f:)CZ:C_n

Similarly, for even or odd functions one obtains the symmetry conditions

fl-tl=fltl =c_,=c¢,
fl=tl=-flill=c_, = -,

127

(5.9)

(5.10)

(5.11)

(5.12)

(5.13)

(5.14)

(5.15)

(5.16)

(5.17)

(5.18)
(5.19)
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such that the combined reality and reflection symmetries become

real,even = ¢, = ¢, (5.20)

real, odd = ¢} = —¢, (5.21)

Therefore, the complex Fourier series contains the cosine series for even or sine series for
odd functions as special cases. For more general functions, the coefficients are complex
because both sine and cosine terms contribute in unequal proportions. The complex series
is completely equivalent to the original Fourier series, but it is often easier to sum the
exponential form than the trigonometric form.

It is important to recognize that the Fourier series is periodic by construction. Hence,
if f[t] is not actually periodic, the Fourier series constructed for the interval |f| < T/2
does not represent the original function outside that interval. To produce a good approx-
imation to a nonperiodic function over a wider interval, one must increase 7. Thus, a
faithful representation of a nonperiodic function requires the limit 7 — co where the spac-
ing between frequencies becomes infinitesimal and the summation over w, becomes an
integration over the continuous variable w. The Fourier series then becomes the Fourier
transform described in the next section.

5.2.2 Definition and Inversion

A pair of functions related by

o) d o
] = f Z—”e-w’f[w] (5.22)
Ceo 27
Flol = f " dre f11] (5.23)

are described as Fourier transforms of each other. The apportionment of two factors of
(27)~1/2 between these definitions is purely a matter of convention — some authors multiply
both integrals by (27)~!/2, but I prefer to apply both factors to one of the integrals. It is
often convenient to employ the operator notation

7 =5F = A sltllow] = f di ¢ f[1] (5.24)
- - ®d I
f=F17 e 7 [Flol] 1] = f O e o) (5.25)

where the more detailed version includes the input function as an argument and indicates
the output variable explicitly.
These forward and inverse Fourier transforms are related by the orthogonality relations

f dt " = 271 §[w — W'] (5.26)

00

f dw &) =271 6]t — '] (5.27)

00
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Figure 5.1. Nascent delta functions.

that express the orthogonality of Fourier components with different frequencies. Although
these formulas can be derived by careful analysis of Fourier series when the interval
approaches infinite length, we prefer to employ the method of generalized functions. Con-
sider the integral

R . . R
f o gy = o SIIKR] (5.28)
i k

whose result is proportional to one of the nascent delta functions

1 Sin[kR
6[k,R]=; I[c ]

discussed in the previous chapter, except there we used ¢ = R™! — 0 and here we use
R — oo instead. This function is sketched in Fig. 5.1 for two choice of R. The area of this
function is obtained from

00 Q oo _1kR
f S‘“/E"R] a?k:Im[P f ek dk] (5.30)

o 00

(5.29)

where we use the principal value of the exponential form because the singularity in the
original form is removable. Closing with a great semicircle in the upper half-plane, which
does not contribute, the integral reduces to 7z times the unit residue of the pole on the real
axis, such that

f N Sin]EkR] dk = (5.31)

Thus, the area is independent of R but becomes increasingly concentrated in a central lobe
around k = 0 with height

Sin[kR] _

lim (5.32)

k-0




130 5 Integral Transforms

and width 7/R — 0 as R — oo; furthermore, the secondary oscillations are much smaller
and their areas cancel almost completely. Therefore, we identify

R R
f ™ dx = 276[k, R] = Jim ™ dx = 275[k] (5.33)
_R oo J_R

to obtain the fundamental result

f ™ dx = 21 6[k] (5.34)
that underlies the theory of Fourier transforms.

For the sake of completeness we should mention the conditions required for the exis-
tence of a Fourier transform — the Fourier transform f[w] exists if f[¢] is piecewise smooth
and is absolutely integrable, meaning that

f |1 dt < oo (5.35)
exists and is finite. Then

flw] = f dt e f[t] (5.36)
is uniformly convergent by the comparison test and f[w] satisfies the properties outlined
below. Rigorous proofs of the Fourier theorem can be found in specialized texts, but are
beyond the scope of ours. Furthermore, we sometimes find that it is possible to relax
some of these conditions if we are willing to employ generalized functions. For example,
below we will derive the Fourier transform of the step function even though it violates
the condition on integrability. Thus, these conditions are sufficient, but not always strictly
necessary, for use of the Fourier transform.

5.2.3 Basic Properties
5.2.3.1 Phase

If we require that w be real, then inspection of

flw] = f ) dre™ f[t] = flw] = f B dte™™ f*[r] (5.37)
demonstrates that

11 = flt] = frlwl = fl-w) (5.38)

1 = =flt] = frlw] = —fl-w] (5.39)

such that the Fourier transform of a real function is even while the Fourier transform of an
imaginary function is odd.
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5.2.3.2 Reflection

If f[t] has a definite reflection symmetry, such that
fl=t] = +ft] = fl-w] = +flw] (5.40)
fl=t] = =fl1] = fl-w] = —flw] (5.41)

then f[w] shares that symmetry. One can then use either the cosine or sine transforms
for w > 0 and ¢ > 0, as discussed in a later section.

5.2.3.3 Shifting and Attenuation

Using

Ffle -] = f ) dte™ flt — 1] = f N dr’ e f[1'] (5.42)

—00 o

one finds that the effect of a time shift on the Fourier transform is an additional phase
factor, such that

F f1t - 71]= " F f111] (5.43)

Alternatively, suppose that an exponential damping factor is applied such that

00

Fle™ fle1] = f dtee™ f[t] = flw + iy] (5.44)

—00

shifts the frequency into the complex plane.

5.2.4 Parseval’s Theorem

The integrated product of two functions is related to the integrated product of their Fourier
transforms as follows.

f " flg' ] = f ar f ) ‘i—“’e‘f“’f[w] f Y g
—co —oo oo 2T e 2T

- f ) (ifw f = Slw - W' flw]g[w'] (5.45)
Coo 2T J o 2n

dw -~
f Sl ]
e 27

If we know that f[t] and g[¢] are real-valued functions, we can use the phase properties of
Fourier transforms to express Parseval’s theorem in the form

00 (o] d -
f.greal = f difl11glt] = f S Flwlil-ol (5.46)

00
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such that
oo 00 d - 0 d ~ -
freal = f d|f1e|* = f 2—”|f[w]|2= f z—wf[w]f[—w]
oo —wo 2m o 27

_ “dw,-~ 2
—zfo §|f[w]|

where the squared modulus is often related to the power absorbed or radiated by a system.
Parseval’s theorem then has a simple interpretation — the total energy (power integrated
over time) is the sum of the power found in each interval of frequency. Thus, |]~‘[a)]|2 is
proportional to the spectral power density or power radiated per unit interval of frequency.
Naturally, there are variations of the normalization convention.

(5.47)

5.2.5 Convolution Theorem

Suppose that f = g ® h is defined by the convolution integral

flt] = f glt — ' 1hlt’' ] dt’ (5.48)
where g[t — t’] represents the contribution to f[¢] made by a source A[t’]. Convolution
integrals are found throughout mathematical physics and are often easiest to evaluate using
Fourier transforms. The Fourier transform of f can be related to the Fourier transforms of g
and h, as follows.

flwl f ) dte™ f " dr'glt —t'1h[']

fdtf dr' e gt —t'1h[t’']

) f KC f " @ gle — e Bl (5.49)
- ( f N clsemsg[s])( f N dt’e“""h[t’])
= glwlhlw]

Notice that we inserted a factor of unity, represented as e ¢ into the third line in
order to factor the double integral. This useful trick often simplifies integral transforms.

Thus, we find
Flg ® hl = FlglFlh] = flw] = glwlhlw] (5.50)

assuming that both g and % exist. Therefore, the Fourier transform of a convolution of two
functions is the product of the Fourier transforms of the individual functions. Be aware,
though, that other conventions for normalization of the Fourier transform result in different
factors of 27 in Parseval’s theorem and/or the convolution theorem.
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Observe that the correlation operator is commutative, associative, and distributive

h®g=g®h (5.51)
gR@h®p) =EN®p (5.52)
g®(h+p =g®@®h+g®p (5.53)

if all required integrals exist. These relationships can be demonstrated directly using the
temporal definition, but almost trivial using the convolution theorem because multiplica-
tion shares these properties.

5.2.6 Correlation Theorem

Suppose that the functions g[t] and &[f] become similar if their relative time scales are
shifted to match their shapes as closely as possible. We would then describe those functions
as correlated, at least over a finite range of times. A quantitative measure of the degree of
correlation between two functions, g[t] and &[t], is provided by the cross correlation

Clg h]lt] = fm glt + ' 1hlt' )" dt’ (5.54)

00

where the complex conjugation of one factor ensures that the correlation between complex
exponentials

gitl = e, h[t] = e = (Clg h] = 2n6(w, — w,) Expl—iw,(t — ¢)] (5.55)

reduces to a delta function in frequency with a phase that expresses the time shift. Although
convolution and correlation are different, their similarities suggest that the Fourier trans-
form probably provides a simple theorem for correlation also. Thus, if we let f[f] =
Clg h], we find

Fflw] = fm dte™™ fm dr'glt +t'1h[t']*

= f dt f dr' e g*[t + t'1h[t']*

- f di f dr' (@ gt + 1 e i) (5.56)

= (J:: Clse"wsg[s]) (f:: dl"e“"””h[t/])*

= glwlh[w]”
Therefore, the correlation theorem takes a form
Clg h] = glw)h[w]* (5.57)

that is similar to the convolution theorem, but complex conjugation of one factor does
have important consequences. Although correlation is associative and distributive, it is not
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commutative:
Clh, gllt] = C*[g hl[-t] <> Clh, gl = Clg hI* (5.58)

An important special case of correlation is the autocorrelation function, C[g, gl, that is
sensitivity of periodic or quasiperiodic behavior. The autocorrelation is obviously strongest
att = 0 and would also exhibit peaks at multiples of the fundamental frequency for a
periodic function, similar to the Fourier series. The closer to true periodicity the narrower
such peaks would be. Thus, the autocorrelation function provides an important empirical
tool for the study of dynamical or statistical systems. Furthermore, the Fourier transform
of the autocorrelation function

Clg gl = [zgloll’ (5.59)

is proportional to the power spectrum. This result is known as the Wiener—Khintchine
theorem and is important to the analysis of coherence in optics or the relationship between
fluctuations and dissipation in statistical physics.

5.2.7 Useful Fourier Transforms
5.2.7.1 Gaussian
Suppose that

Exp[—%]

=== (5.60)
is a Gaussian of width o~ and unit area. The Fourier transform
Ff = L foo dte™ Exp[—iz]
\/F (5.61)

o2 _ 242
Exp /2]]' dt Bxp t 2w)0' )]

can be evaluated by completing the square; we have already demonstrated that such an
integral can be treated as if the argument of the exponential were real. Thus, we obtain a
Gaussian

Ff = Exp[-w?0?/2] (5.62)
with width o~! and area V2x/0%. Notice that

fmf[t]dt=1=>f[0]=l (5.63)
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and that the widths of the two Gaussians are reciprocals of each other. For a generic func-
tion g[x] it is useful to define moments

M, = f glx]x" dx (5.64)
such that

cew=M 2y =M

x-(x)-MO, o =(x-%7) = M, (5.65)

represent the mean and variance of g. Therefore, the variances o; and o;, of a Gaussian and
its Fourier transform are related by

w

Similar relationships are observed for other functions that can be described as a localized
peak — the narrower the distribution in one variable (such as time), the broader the distri-
bution in the conjugate variable (such as frequency). The Heisenberg uncertainty principle
in quantum mechanics is closely related to this reciprocal relationship between widths of
a function and its Fourier transform.

5.2.7.2 Chopped Sinusoid

Next, consider the chopped sinusoid

0 t<0
flt] = {Bxpl-iwyt] 0<t=<T (5.67)
0 T <t
for which
T 1 —
flw] = f dte’ @~ = QTM (5.68)
_r (w = wy)T

is the nascent delta function plotted in Fig. 5.2. Although the Fourier transform of a finite
wave train is peaked at its fundamental frequency, w,, the limitation to a finite time inter-
val +7T spreads the central peak and produces substantial subsidiary peaks or side-bands.
These characteristics are similar to those of single-slit diffraction: instead of chopping a
wave front in space we are now chopping a wave train in time, but the mathematics is the
same.

An important special case is the rectangular pulse, for which w,, — 0, such that

T .
A6l =OIT ~ 1l = Flol = [ dresr =230

-T w

(5.69)

clearly exhibits the reciprocal relationship between the widths of a function and its Fourier
transform.
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Figure 5.2. Fourier transform of chopped sinusoid: 7:[@‘5“‘ O[-T <t =< T]].

5.2.7.3 Step Function

Often it is useful to idealize a quantity, such as a force or voltage, that has a rapid onset
followed by a sustained level using a step function, but the corresponding Fourier trans-
form requires special handling as a generalized function because the step function is not
absolutely integrable. First we consider a rectangular pulse of finite duration, for which

L?w-r_l

It = O[] - Ot — 7] = Jlw] = = — (5.70)

In the limit that T — oo, the contribution of €’“7 varies rapidly in phase and would tend to
average to zero. This can be done in a more controlled fashion using a convergence factor,

glt] = slirg Oft]e™™ (5.71)
such that
glw] = Elirg 000 dt Expli(w + ie)t] 57
= lim (EXP[i,wt] E)‘(p[—st] )00 = lim - .
£-0" (w + i€) 0 &0t wHiE

where we leave the limit unevaluated because we recognize that this result must be treated
as a generalized function. Hence, we find that the Fourier transform of ®[¢] is given by i/ w,
but this is not a rigorous proof and we must verify that the inverse Fourier transform does
provide the desired result. However, because the pole at the origin is on the integration path
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Re[w]
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Figure 5.3. Contours used in Eq. (5.74) for Fourier representation of step function.

for the inverse transform, we must evaluate its contribution carefully. Thus, the inversion
integral

P e 0 1<0
1imif ¢ a?cu:{ = (5.73)

&0t 2 o W+ i€ 1 £t>0

with a pole in the lower half-plane just below the real axis for € —» 0%, where closure is
made either up or down according to the sign of ¢, does indeed produce a step function
as sketched in Fig. 5.3. Therefore, the Fourier transform of the Heaviside step function
becomes

1 0 —iwt 1 /
®[r] = lim —f ¢ o= FO=lim—— =1 (5.74)

e-0" 27l J_oy w + iE 0" w+ie  wh

where the notation w™ implies addition to w of an infinitesimal imaginary part, ie, that has

the effect of shifting the pole slightly below the real axis with the limit £ —» 0* taken later.

Notice that this infinitesimal imaginary contribution is similar to the attenuation property

of Fourier transforms, such that & represents the damping coefficient that suppresses infi-

nite times as if we had applied a convergence factor, Exp[—&f], to the step function.
Alternatively, consider the principal-value integral

© grivt 1 I t<o0
R e N T PR & (5.75)
2ni J_oo @ 2 —% t>0
using the contours sketched in Fig. 5.4. Solving for
1 P (™ e
== - — d i
Ol=5- 0 ) o 4 (5.76)
and evaluating the Fourier transform of both sides, we obtain
f e O[t] dt (5.77)

1 co 0 ) 0 W't
- = f & di — f are 2 [ g (5.78)

2 - 2ni ), W

o
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Figure 5.4. Contours used in Eq. (5.77) for Fourier representation of step function.

where we assume that the time integration can be performed first. This result can be
expressed in a compact operator representation as

7O = ndlw] + ig (5.79)

in which we understand that the delta function applies under a Fourier integral and that
the principal value is to be taken for the singularity at the origin. This representation is
equivalent to the former, except that now we imagine that the limit € —» 0" is taken first
and that the pole pushes the contour upward, making a small semicircular indentation in
the portion of the contour that is on the real axis. Consequently, we interpret the “bump in
the road” as

FO = lim

— = m0[w] + if (5.80)
-0t W+ 1E w

5.2.8 Fourier Transform of Derivatives

Many applications of Fourier transforms exploit the simple transformation properties of
derivatives to transform a differential equation into an algebraic equation for the Fourier
transform. Assuming that the Fourier transforms exist for f[¢] and its derivatives, the sim-
plest method for deducing the Fourier transform of derivatives is to differentiate under the
integral

00 d o 00 d ) ~
flr = f —2we_‘”’f[w]: ne f 29 pmion iy Flwl) (5.81)
oo 2T e 27

and thus to identify

1] = —iw A £111] (5.82)

Therefore, each derivative in a differential equation can be replaced by a power of (—iw)
according to

B
9 — i (5.83)

711

P — (—iw)" (5.84)
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5.2.9 Summary

A brief table of Fourier transforms and their properties is given in Table 5.2. The para-
meters 7, w,, ¥, 0, and A are real. We also assume that the required derivatives exist and
integrals converge. Be careful in applying theorems for derivatives and other operations to

functions with discontinuities.

Table 5.2. Brief table of Fourier transforms.

Type 11 flw]
definition flil= 7 e flw]  flwl= [T die™ fl1]
step function O[] lim, -+ ﬁ = nmolw] + rig
delta function o[t — 7] er
chopped sinusoid e '@t — |tl] S'"(li)“’_i—w‘;‘))m
shifting flr -1l e flwl
attenuation e fr] Flw + iyl
dilatation SfIAr] A flw/A]
convolution fltl = [T drglt = 7lhlr]  flw] = glwlhlw]
derivatives Fakn (—iw)" flw]
multiplication by powers 7 f[t] —if'[w]
Gaussian Exp[— %]/W Exp[-w?c?/2]
exponential e 2r6[w + iy]
e 0[] i
w+ iy
trigonometric Cos|wt] 7(0lw — wy] + 6lw + wy])
Sin[w,t] in(6lw — wy] = 6lw + wy])

5.3 Green Functions via Fourier Transform

The Fourier transform can be very useful in analyzing the response of a linear system to
external stimuli. In this section we illustrate this technique using a few relatively simple
examples.

5.3.1 Example: Green Function for One-Dimensional Diffusion

Suppose that ¥[x, ¢] represents the temperature at position x and time ¢ relative to the
background temperature for an effectively infinite homogeneous system. If the initial tem-
perature Y¥[x, 0] = f[x] is elevated, heat will diffuse to distant regions according to the
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heat diffusion equation

Py __ 1oy (5.85)

x> kot
where the diffusion constant « is proportional to the thermal conductivity of the material
and inversely proportional to its heat capacity per unit volume. Thus, we expect that the
temperature for neighboring regions will initially rise as heat passes through them but will
eventually return to ambient levels as the energy spreads out over an infinite volume. One
method for determining the evolution of temperature throughout this sample is to employ
a spatial Fourier transform to write

ot = [ S etk (5.56)
o 2T
Uk t] = f dxe *y[x, 1] (5.87)
such that the differential equation becomes
- 1 Oy - -
gtk = 0 — gk 1) = ik, 01 Bxpl-k (5.:88)

The initial condition requires
U1k 0] = flk] = f dxe ™ f[x] (5.89)

The inverse Fourier transform becomes

Ylx, t] = f N ?e““]‘[k] Exp[—ktk?]
= (5.90)

“dk
- Iw 20 Iw dx flx'] Exp[— (Ktk2 — ik(x — x'))]

The integral with respect to k can be evaluated by completing the square in the exponential,
whereby

AV
& x)] (5.91)

Wlx, 1] = (4rkr) ™2 f‘x’ a?x’f[x’]Exp[— o

takes the form of a convolution integral.
Suppose that the region of elevated temperature is initially restricted to a plane, such

that

2

Yo g p[ al ] (5.92)

(4nkt)!? * 4t

flx] = ¥yolx] = ylx, 1] =

describes both the time and spatial temperature variation produced by a localized distur-
bance. This special solution is an example of a Green function representing the response
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of a linear system to a localized perturbation. The Green function for a one-dimensional
diffusion equation with a localized initial condition satisfies the equation

P 10 , ,
(W—;E)G[x—x,t] —5[x—x]=>
(5.93)

2
Glx — x', t] = (4nxt)™"? Exp [— x—x) ]

e

Notice that this Green function is a nascent delta function of Gaussian form with width
parameter o = V 2«t, such that

limG[x — X', t] = 6[x — x] (5.94)

-0

Solutions for more general initial conditions are then obtained using the convolution

00

Ulx, 0] = flx] = Ylx t] = f Glx —x', t]f[x']1dx’ (5.95)
Therefore, the Green function describes the essential dynamics of the problem and reduces
problems with specialized initial conditions to an integral which can be evaluated numeri-
cally, if not analytically. The Green function for this problem is sketched in Fig. 5.5. The
delta function at x = 0 must be cut off for plotting. It is clear from the dimensions of the
original differential equation that the spatial scale must be proportional to v/x¢. Thus, the
width of the Gaussian temperature profile spreads at a rate proportional to t~!/2 as the dis-
turbance propagates. The Green function is often described as a propagator — it governs
the propagation of a disturbance (cause) at one location or time to a different location or
later time (effect). The net effect of a distributed disturbance is obtained from the folding
or convolution of the propagator with the profile of the disturbance.

5.3.2 Example: Three-Dimensional Green Function for Diffusion Equations

In three dimensions the initial-value problem for diffusion within an infinite uniform
medium takes the form

1oyl 1]

= V23 20l = . [3
< o = Vylrt], Y[, 0] = ¢7] (5.96)

where [7] is the initial spatial distribution and where we assume that « is a positive
constant. We assume that the initial distribution is localized and at least piecewise contin-
uous so that its Fourier transform exists in all three dimensions. Using a three-dimensional
Fourier transform

Pk
@2n)?

Ylr 1] = f @k, 1] Explik - 7] (5.97)

Uik 1] = f W7, t) Expl—ik - 71 d°r (5.98)
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Figure 5.5. Dissipation of temperature disturbance (arb. units).

we find
10 2 . 176’ 217 A 3k =0 5.99
(;7_§7 )¢/__02>f(K t+k)¢/[k,l]EXp[ﬂk l]( )3 == ( . )

If this equation is to be satisfied for any 7, we must require the integrand to vanish. Hence,
we obtain

14 . . Lo

(E@ + kz) Uk, 1] = 0 = Y[k, 1] = ¥, [k] Exp[—xk?t] (5.100)
where

okl = f¢0[?] Expl—ik - 7] d°r (5.101)
is the initial spectral distribution. To obtain the Green function, we substitute

W,[7] = 6[F — 7] = P,[k] = Exp[—ik - 7] (5.102)
such that

&k

GlF-7,t] = f Exp[—«k*t] Explik - (7 — 7)] (5.103)

2n)?

can be factored according to

3
Gtr-#.1=] f Exp[—«k>t] Explik; - (r; — r;)]‘i—f; (5.104)
i=1
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where the index i runs over the three Cartesian components. Each factor is a one-dimen-
sional Green function for the diffusion equation; hence, using our previous result, we find
that

\2
(ri_ri)

] (5.105)

3
G[F —#,1] = ]_[(4m)*1/2 Exp[—

i=1

depends upon spatial coordinates through |7 — 7’|. Therefore, we finally obtain

L -3 -7
Gllr =71, t] = (4nke) Exp[— 1t ] (5.106)
such that
Yl7, 1] = f GlIF = 7| tly,[#1d°r (5.107)

is the general solution for the initial-value problem for the diffusion equation in a uniform
medium.

5.3.3 Example: Green Function for Damped Oscillator

The Fourier transform of the differential equation

P oy kelr) = mie) (5.108)
me +2my xX[t] = m .

for a driven harmonic oscillator with linear damping becomes an algebraic equation
(-mw? = 2iwmy + k)F[w] = mflw] (5.109)

where f[w] is the Fourier transform of the driving force (per unit mass). Thus, we imme-

diately obtain a particular solution of the form
flw]

2

lw] = 5¥——5—"—
[w] wo—wz—Ziwy

(5.110)

where w, = Vk/m is the natural frequency for free oscillation. A complete solution can
then be expressed in the form

“dw flo]
1] = x,t —e e 5.111
] xo[]+[m 2716 wg—wz—Ziwy ( )
where x,[] is a solution to the homogeneous equation
0* 0
(W +2y§ +a)(2))x0[t] =0 (5.112)

designed to satisfy the appropriate boundary conditions. Often one can assume that x, = 0
if f[z] is of finite duration and occurs after any earlier motions have decayed away due to
the damping term.
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Alternatively, we recently demonstrated that a general solution to this equation can be
expressed as

x[t] = x,[t] + f Glr - r1f[t'1dr (5.113)
where the Green function satisfies
o? 0
(6t2 +2y— 5" wg)G[z] = 6[r] (5.114)
with
oGlt]

t<0=G[f] =0, (5.115)

ot

We can demonstrate equivalence between these representations by constructing the spec-
tral (frequency) representation of the Green function directly. Assuming that

flt] = 6lt] = flwl =1 (5.116)

is a unit impulse at time #” and that the mass is initially at rest, we obtain

1

Glw] = ———— 5.117
L] wé—w2—2iwy ( )
such that
© dw e—iwt
Glt] = — 5.118
1l Lo 21 w§ — w* = 2iwy (5.118)

is the corresponding temporal representation. Thus, we can use either of the representa-
tions

x[t] = xo[t] + % f N e Glw] flw] dw (5.119)
At] = xglr] + f "Gl -1 ar (5.120)

Just to belabor the point, we substitute the spectral representation of G[¢] into the second
equation

—zm(t t')
x[t] = x,lt] f f an 7 f[t]clt (5.121)

and perform the integration over ¢’ to obtain

—iwt

Flw] = f " At e F] = ] = x,lt]+ f Tdo e ol (5.122)

2 2
—o0 2T W — w” = 2wy

as before. Alternatively, we could have substituted f[w] into the first version and per-
formed the integration over w to obtain the second. (Try it!)
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To complete the analysis, we must construct explicit expressions for G[¢] by inverting
the Fourier transform. First, we consider the underdamped case for which the integrand
has two poles

Y<w, = w, = —iy+*w, with wp=+w}-y* (5.123)

symmetrically placed about the imaginary axis in the lower half of the complex w-plane.
In order to keep the exponential factor finite, we must close the contour with great semi-
circles in the upper half-plane for # < ¢’ or the lower half-plane for ¢ > ¢’. Thus, we find
G[t,t'] = 0 fort < ¢’ because there are no poles in the upper half-plane while for # > ¢’

1 et o o (ot
t>t = Glt,'] = 27 § ﬁ dw = —i (R+€_Ew+(t_t) +R_(2_M”-(t_t ))
7 Jo wi — w” - 2iwy

(5.124)

where the negative sign accounts for the clockwise contour and where the residues are

Exp[—iw_(t —1")]

Y<wy=R, =% (5.125)
= 2wg
such that
Y <w,=Glt,t'] = w,;‘ Exp[—y(t — )] Sin[wg(t — 1)]O[t —1'] (5.126)

describes damped oscillations following a sharp blow. If the damping is small the oscil-
lation frequency is near the natural frequency and the oscillations persist for a long time
when the poles are near the real axis. Next, we consider the overdamped case

Y >wy= w, =—i(y £k with x=+/7y*-w} (5.127)
where both poles are found on the negative imaginary axis with residues

_Expl-(y £ 0t = 1")]

R. = 5.128
y>wy, =R, =7F 5 ( )
such that

v>w, = Glt,t'] = k" Exp[—y(r — 1")]Sinh[k(t — t')]®O[r — '] (5.129)

describes the damping of the initial velocity. (Note that y > «.) Finally, for the critically
damped case the two poles coalesce into a single double pole with residue

Y =w, = R=-i(t —t")Exp[—y(t — )] (5.130)
such that
v =w, = Glt,t'] = (t —t")Exp[—y(t — ")]O[t — '] (5.131)

These results are summarized in Table 5.3. Notice that the underdamped and over-
damped solutions are related by the replacement w, — ik as y increases and that the crit-
ically damped solution is related to either of the other two by the limit w, — 0 or « — 0.
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Figure 5.6. Green function for damped oscillator.

Figure 5.6 compares these functions for representative values of y/w,. All are damped
exponentially but the underdamped solution also oscillates while the critically damped
and overdamped do not. The amplitude is suppressed for the overdamped oscillator, but
the duration can be long because the response is slow. Notice that Sinh[«#] contains expo-
nentially growing and decaying components, but that because « < y the net effect is damp-
ing with a relatively slow asymptotic form proportional to Exp[—(y — «)t]. By contrast,
the critically-damped oscillator has a fairly strong response for a more limited duration
because the damping is sufficiently strong to suppress oscillations but weak enough to per-
mit a significant response to the impulse.

Table 5.3. Green functions for damped oscillator.

Type Condition  Glt, '] w,
underdamped v < w, wi! Exp[—y(t — 1")] Sin[w,(t — t)]O[t — ']  —iy £ wg
overdamped Y > w, KV Exp[—y(t — t')] Sinh[«(t — t)]O[t — '] —i(y £ k)
critically damped ¥ = w, Exp[—y(t — )]t —t)O[t — '] —iy

It is also of interest to consider the Green function for an ideal undamped oscillator
with v = 0. This function can be obtained by evaluating the limit y — 0% in which the
poles for an underdamped oscillator approach the real axis from below, whereby

y - 0" = Gl1,7'] = wy' Sin[w,(t — )]0 — 1] (5.132)

exhibits undamped oscillations with amplitude wo ! following a unit impulse. However, if
we were to evaluate the Fourier integral

, © dw e—iw(z—z')
Gt 1] = I gm (5.133)
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directly, we would need a prescription for handling the poles on the real axis. In order to
obtain a physically sensible result in which effects (oscillation) follow causes (impulse),
we need to exclude the poles for ¢ < ¢’ and include them for ¢+ > #’. This prescription is
realized by the substitution w, — w,, — i’y that recognizes that any real physical system
should have a damping mechanism that will shift its resonances slightly below the real
axis and provide convergence for the delayed response of the system. Of course, we must
have y > 0 to ensure damping rather than spontaneous growth of small perturbations.

5.3.4 Operator Method

The differential equation for the damped oscillator can be expressed as

0? 0
Lx[t] = f[t] with £ = P 2y5 + W} (5.134)

where £ is a linear differential operator whose Fourier transform becomes
L=-0-2ivy+w}= Lx=7F (5.135)

The Green function represents the response to an impulse whose spectral representation is
a constant, such that

IG=1=6G=1" (5.136)
Therefore, a formal solution can be expressed in the form
Fw] = ¥lw] + Glwlflw] with L%, =0, G=L" (5.137)

where X, is in the null space of the operator L. The zeros of £ correspond to the poles of G
where

_Z::O:}w: —jy+(w(2)—y2)l/2 (5138)

Thus, the poles of G in the complex frequency plane represent the resonances of the sys-
tem. The oscillation frequency is determined by the real part and the damping by the
imaginary part of the complex resonant frequency. Confinement of the poles to the lower
half-plane is required by causality, such that effects follow causes, and the necessity that
the effect of small perturbations decay rather than grow with time.

5.4 Cosine or Sine Transforms for Even or Odd Functions

For functions that are either even or odd with respect to reflection, such that f[—7] = +f][],
it is sometimes convenient to employ Fourier cosine or sine transforms defined by

Felf111)lw] = Folwl = fo dt Cos[wt]fI1] (5.139)

Fs| f11]]lw] = filw] = fo drt Sin[wr]f[r] (5.140)
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for w > 0. The inverse transformations are obtained with the assistance of the orthogonal-
ity relations

fo " dt Cosfwr] Coslw'r] = g(d[(u — W]+ 0[w+w]) (5.141)

jo‘“’ dt Sin[wt] Sin[w't] = g(&[a) - '] -0lw+ ') (5.142)
such that

flotl =+l = flil =2 fo " dwCoslwrfelwl (5.143)

fletl = i = flil = 2 fo " dw Sinfwrlylw] (5.144)

Obviously, the relevant representation is dictated by the reflection symmetry of the original
function because the inversion of the cosine (sine) transform automatically produces an
even (odd) function of 7.

The Fourier sine and cosine transforms can also be applied to generic functions with
arbitrary reflection properties, but in such cases we need both. Decomposing a generic
function into symmetric and antisymmetric components

1
FEl = E(f[t] £ fl-t]) = flxt] = fPle] £ fOlr] (5.145)
with transforms
7 w] = f " dr Coslwr]f ] = ] = % f " dwCoslo W] (5.146)
0 0

7 w] = fo " dr Sinfwr] O] = FOr] = % fo " dow Sinfwi] 1 o] (5.147)
one obtains

fl1] = % fo " dw (]é*’[w] Coslwr] + 75 [w] Sin[wt]) (5.148)
The usual Fourier transform is then given by the combination

Flol =2(7 (0] +ifs w]) (5.149)
The details are left to the reader.

5.5 Discrete Fourier Transform

The continuous Fourier transform is extremely valuable for formal analysis, but often we
are left with Fourier integrals that cannot be evaluated symbolically. However, numerical
analysis using computer programs is usually limited to finite intervals and to discrete arrays
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instead of continuous functions. Alternatively, one often samples the response of a physical
system at a set of equally spaced times and wishes to perform a spectral (Fourier) analysis
of such data. Therefore, it is of practical interest to return to the complex Fourier series
but now using a discrete time variable. The discrete Fourier transform finds innumerable
applications in the physical sciences. Among them are:

e modeling processes where the response of a system is described as convolution of a
driving force with a Green function;

e analysis of data where the desired signal is convoluted with an instrumental resolution;

o identification of periodic components using a power spectrum or an autocorrelation
function;

e suppression of noise by digital filtering.

In this section we will survey some of the technology that facilitates practical applications
of the Fourier transform to problems requiring either numerical methods or analysis of
noisy data. However, this is a very broad subject and we cannot possibly study the spe-
cialized techniques that have been optimized for various types of applications in any real
depth. Our intention here is to familiarize the student with some of the underlying princi-
ples, but the researcher will need to consult more specialized literature.

5.5.1 Sampling

It is useful to express times and frequencies as

tj=(j—1)At, j=1LN (5.150)

w,=k-DAw, k=1N (5.151)
where

T=(N-DAt, Aw=2n/T (5.152)

Similarly, discretized functions become

fi= 1l fo = flwgl (5.153)
and one anticipates that the discrete Fourier transform would take the form
N . N 270 .
fi= ;  Expl—iw,] = ;fk Exp[—w(] — Dk - 1)] (5.154)

=
|
2|~
M=

, 1 & omi
fiExpliog) = ; /i Exp[W( j-Dk- 1)] (5.155)
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where we have chosen an asymmetric but convenient normalization convention for which
the first element of the transform

NI
= N»Z‘fj (5.156)
e

reduces to the average value of f. Note that some authors choose indices 0 < j < N -1 or
1- %’ =j=< %’ for even N, but we chose 1 < j < N because that is usually most suitable
for indexing the elements of an array within a computer program.

To verify this analogy between continuous and discrete Fourier transforms, we need to
demonstrate the discrete version of the orthogonality relation. Substitution of the Fourier
coeflicients into the series gives

N N
/= NZZf Explio(, 1)) = 4 30 3 f Bl k- G -] 6157
k=1 j'=1 NS 7=l

We are free to interchange the summation order because these are finite series of finite
elements, such that

N N
1 k-1
fi=5 Zf], Z(Zf b (5.158)
j=1 k=l
where
= Exp[2nim/N] = 7 =1 (5.159)
for integer m is one of the N™ roots of unity. When j’ = j = z, - = 1, the inner

summation simply consists of NV terms of unit value. When j” # j, the inner sum is a finite
geometric series

N l—Z
Zz R RN (5.160)
1 '

m

that vanishes for any nonzero integer m that is not a multiple of N. Therefore, the summa-
tion over k yields a Kronecker delta function

N .
1 2mi N
N;Exp[N(k—l)(] -p|=6,; (5.161)

that is the discrete analog of the Dirac delta function. The summation over j” then selects
just the term f; from the right-hand side, yielding an identity.

The time required for straightforward computation of the discrete Fourier transform
using the definition above scales with N2, but much more efficient algorithms that exploit
the periodicities of complex exponentials accomplish the same task in a time that scales
with Nlog, N. To appreciate the enormous savings realized by the so-called Fast Fourier
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Transform (FFT), consider Table 5.4. Here the array dimensions increase by factors of 2,
the second and third columns represent the number of operations for straightforward and
optimized Fourier transforms, while the final column of ratios shows the factor by which
FFT is faster. Note that we have chosen N = 2" on purpose — the maximum savings are
realized when N is a power of 2. The FFT for even N is still better than the straightforward
algorithm but the advantage is smaller; one should avoid odd or, even worse, prime values
of N for which FFT is no better than the standard algorithm. If your sample set is not a
power of 2, simply pad it with some extra zeros — the computational savings far outweigh
the cost in extra memory and, as we will see below, zero-padding is often useful anyway.

Table 5.4. Scaling of conventional versus fast Fourier transform with sample size.

N N? Nlog, N Ratio
512 262 144 4608 57
1024 1048576 10240 102
2048 4194304 22528 186

4096 16777216 49152 341
8192 67108864 106496 630
16384 268435456 229376 1170
32768 1073741824 491520 2185

The first widely disseminated FFT subroutine was developed by Cooley and Tukey
in the mid-60s and revolutionized numerical signal processing and related fields. Similar
FFT programs are now standard tools for numerical analysis and we assume that you can
find one in whatever computational environment you would use. Since FFT programs are
now so widely available that hardly anyone would consider writing his/her own anymore,
we will not discuss the details of those algorithms here. Useful discussions can be found in
books like Numerical Recipes (W. H. Press, B. P. Flannery, S. A. Teukolsky, and W. T. Vet-
terling, Cambridge University Press).

An important feature of the discrete Fourier transform is its periodicity:

Trvin =T = fvan =1, (5.162)

However, the discrete Fourier transform is intended to be an approximation of the con-
tinuous Fourier transform that is suitable for numerical computation using computers, yet
the primary motivation for the Fourier transform was its ability to describe nonperiodic
functions. It seems that we have circled back to the Fourier series, but the Fourier series is
capable, at least in principle, of describing continuous functions f[¢] with arbitrary accu-
racy (except at discontinuities) while the discrete Fourier transform represents sampled
quantities, f;, instead of continuous functions. On the other hand, arbitrary accuracy is
not really possible numerically because an infinite number of Fourier coefficients would
be needed, not to mention the inevitable truncation errors due to the finite number of bits
available to the digital representation of numbers in a computer. The discrete Fourier trans-
form represents N samples f; faithfully, whether they come from a smooth function or not,
except for truncation errors related to machine precision. The price is unwanted periodic-
ity and its effects upon transformations, like convolution, that require knowledge of the
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Figure 5.7. Sampling of the temporal Green function for a damped oscillator. The region within
vertical dashed lines is the working array. The exterior buffer zones contain zero-padding.

underlying physical function f[r] outside its sampled range. It is useful to think of f; as
a working array that contains sampled values f[z;] in an interior subset, [ < j < m, with
zero-padding in buffer zones on either side, such that f; = 0 for 1 < j <lorm < j <N.
The great speed of FFT means we need not be too concerned with increasing the array size
somewhat with padding, provided that the size of the working array remains a power of 2.
This arrangement is sketched in Fig. 5.7, where the data sample the Green function for an
underdamped oscillator and where the interior and buffer zones are demarcated by dashed
vertical lines. Note that the time axis is labelled by the sample index, often called a channel.
Provided that f[¢] is negligibly small in the outer ranges, as in this example, the artificial
periodicity induced by the discrete Fourier transform would have no adverse effects on
manipulations performed in the interior range and we would simply ignore output for the
buffer zones. We will show a practical example of this procedure in the convolution exam-
ple later. If f[t] does not decay fast enough when approaching the buffer zones, it might
be necessary to impose a suitable decay by hand, but the details and consequences of such
modifications vary for each case and would take us too far afield. The art of numerical
computation is as interesting, important, and challenging as the more theoretical concerns
of the present course but is beyond its scope.

For the remainder of this section we will assume that all f; values are real, as befitting
the sampling of a measurable quantity. The transform then exhibits the reflection symmetry
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fN—k+2 = 1 iijXP[zmz(j - DN -k+ 1)]
N & N

L . (5.163)
=5 ;fj Bxp| -G - Dk - )|
such that
f=1 = v =K (5.164)

Thus, all f ; can be reconstructed using only the first N/2 values of fk; the rest are redun-
dant. Has information been lost? Not really, because N/2 complex numbers still contain
N real numbers so that the transform is indeed a faithful representation of the input data.
At least two samples are needed to determine both the amplitude and the phase of any
Fourier component. On the other hand, if we think of {f;} as a discretized approximation
to a continuous real function f[¢], the limitation of the information content to the first half
of the spectrum means that the discrete Fourier transform cannot reproduce any temporal
variations with frequencies greater than w, = m/At, where At is the sampling interval.
This maximum frequency is known as the Nyquist frequency and limits the accuracy with
which discretized representations can reproduce continuous functions. If the Fourier com-
ponents with w > w, are known to be negligible for our target function, then sampling
works well and calculations using discrete Fourier transforms should be limited only by
machine precision; if not, then we should reduce the sampling interval enough to achieve
the required precision. The first step in many applications is use electronic or digital filters
to suppress high-frequency components, which is especially useful when high-frequencies
contain more noise than signal.

Signals whose Fourier components are limited to w < w,,, < w, are described as
bandwidth limited and are well-suited to the discrete Fourier transform. Unfortunately,
if the input signal is not bandwidth-limited, high-frequency components can distort the
lower-frequency information in the discrete Fourier transform. This phenomenon is known
as aliasing because a component with w/w, = n will be mistaken for contribution to
Mod[w, w,] because the high-frequency wave oscillates n times between samples. This
nature of this problem is illustrated schematically in Fig. 5.8. Both sinusoidal functions
have the same values at each sampled time and are thereby indistinguishable to the discrete
Fourier transform; yet they are completely different between samples.

5.5.2 Convolution

The convolution of two continuous functions is defined by

h=f®g=s ] = f " flrlelt - 7l dr (5.165)
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Figure 5.8. Schematic illustration of aliasing. The solid line represents an input signal and the verti-
cal dashed lines the sampling times. Also shown are Cos[w, ] and Cos[2w !].

where we assume that both functions vanish for [f{| = oo. The convolution theorem then
tells us that the Fourier transform of a convolution

hw] = flwlglw] (5.166)

is the product of the Fourier transforms of its components. Similarly, for sampled functions
we define

1 N
h=f®g=h;= 5> fig; (5.167)
k=1

where we assume that the meaningful values of sampled quantities are confined to the
interior region of suitably padded working arrays. Note the index for g;_,, accounts for
the fact that & starts with 1 instead of 0. We now seek the discrete analog of the convolution
theorem. By direct calculation, we write

h —lih E [@('—1)@—1)]
k — N - ] Xp N .]
1”N . . (5.168)
JTL
= SN fgims Exp[—(j— DGk - 1)]
N2 ;; Jmm+l N
and substitute
N 2mi
fo = Z nExp[—W(m— D(n - 1)] (5.169)

n=

- 2ni
8ot = D8 Exp| - = m = D) (5.170)
=1
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to obtain
1 N N N N .
RS DIPIION ]
j=1 m=1 n=1 I=1
Exp[ (G- D=1 == D= 1) - - m)(l—l))] (5.171)
or

1 N N N N
D IDIPIPIWAA = [ (= Dk =D = m = D - )| (5.172)
=1

j=1 m=1 n=1 I=1

The summation over j reduces to No L which then eliminates the summation over [/ also,
such that

P oINS s ol 2 o ok 5.173
_N;;fngk xp[—W(m— )n— )] (5.173)

Next the summation over m reduces to N6, , and we finally obtain

h, = .2, (5.174)

as the discrete form of the convolution theorem with the present normalization convention.

Before applying the convolution theorem to practical examples, we must consider the
effects of the offsets used to place functions comfortably within the central region of the
working array. Generally this means that the arrays are related to the underlying functions
by

fj:f[tj+Sf]’ gj=g[tj+Sg] (5.175)

where S, and S, are somewhat arbitrary time shifts in f and g, chosen to make their sam-
pling more convenient. The continuous Fourier transforms of shifted functions

flw] = e f ) flt1e dt (5.176)

Zlw] = e f glrle™ dt (5.177)

include phase factors that depend upon the shifts. It is then useful to apply similar phase
shifts to the corresponding discrete Fourier transforms, whereby

Exp[Zm’(k - I)Sf/T] N

~ 2ni
fi = Sl Expl —(j — Dk - 1) (5.178)
‘ N ; / [N ]
Expl27i(k - 1)S,/T] &
g, = —D = > sl Exp[—(]— 1k - 1)] (5.179)

j=1
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To illustrate the use of the convolution theorem with adjustable phase shifts, consider
an underdamped harmonic oscillator with Green function G[¢] and driving force F[¢], such
that the net displacement is given by

x[t] = f Gt = 7]F[1]dTr = X = ]‘g (5.180)
We have already derived the Green function using the continuous Fourier transform and
found

y < wy = G[t — 7] = wp' Exp[—y(t — 7)] Sin[w,(t — T)IO[t — 7],

(5.181)

wp =Wy =y

Even if we know the continuous functions f[¢] and g[¢], the convolution integral is usually
too difficult to perform symbolically and we need to use numerical methods. Often we do
not know the underlying functions and have only measurements made at discrete times. In
either case, let f; sample the force and g; sample the Green function. For computational
reasons we shift g; within the working array using zero padding on the left side, as shown
in Fig. 5.9. Suppose that the driving force is a pulse with both positive and negative lobes
centered upon ¢ = 0. This time scale is also inconvenient for numerical computation, so
we shift the sampled function into the working array. However, suppose that we were not
too clever in our choice of shift and happened to place f somewhat too far to the right, as
shown in Fig. 5.9. We then evaluate the displacement using the bare convolution theorem
without compensatory phase shifts. The bulk of the resulting function is then rather far to
the right of center and there appears to be a significant response for very early times before
the driving force even becomes active. Does the model violate causality? No, this behavior
is simply an artifact of the periodicity of the discrete Fourier transform and our injudicious
sampling choices. After all, the Green function really vanishes for negative times. By
placing it in the middle of the working array, the result of convolution is artificially shifted
to the right. With a force that is also shifted to the right, the response goes past the end
of the array and reappears, by periodicity, at the beginning. We might try placing g closer
to the left edge of the array, but that could cause other unwanted wrap-around effects for
functions that do not feature a sharp left edge.

The solution to these numerical problems is to multiply fkgk by a phase Exp[—2mi(k —
1)S,/T] before computing the inverse Fourier transform of %. This phase compensates for
the offset of g; and aligns the response with the driving force, as shown in Fig. 5.10. With
a larger shift, we could also compensate for the poor placement of f, but we must not
use a shift so large that it wraps around the left side and back onto the right. Because the
indexing of sampled functions is merely a computational issue, we are free to adjust it in
any manner that ensures numerical accuracy and convenience.

5.5.3 Temporal Correlation

Suppose that two functions, f[z] and g[¢], are qualitatively similar to each other, except that
there is a time shift between them. If we had graphs of those functions we could estimate
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Figure 5.9. Convolution without a phase shift. If either f or g is too close to the right side, periodicity
of the discrete Fourier transform produces artificial strength near the left side of their convolution,
an effect described as wrap-around.

the time shift by sliding those graphs to the left or right until we obtain the best overlap
between them. If these functions are quasiperiodic or include several features with different
periods, there may be several shifts which result in significant overlap. The correlation
function

1 N
Cilf.81= 5 D frusi (5.182)
k=1

provides a systematic method for evaluating the correlation between two sampled func-
tions. The correlation function obviously closely resembles convolution and we can deduce

C/lf. gl = 1i&: (5.183)
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Figure 5.10. Convolution using a shift of = —0.31257 aligns the response with the driving force and
eliminate wrap-around.

without further ado. Often one uses the autocorrelation function

1< . .
G- A1= 2 Spai = GlE S =P (5.184)

to identify periodic behavior within a single time series. Thus, the Fourier transform of
the autocorrelation function is simply proportional to the spectral power distribution. If we
also employ ensemble averaging, spectral distributions in statistical physics are seen to be
closely related to probability distributions for fluctuations about equilibrium.

Consider the data {x,} plotted in Fig. 5.11. There appear to be three distinct bands but,
without laborious scanning of the raw data, it is not obvious to this viewer whether or
not there is additional structure within those bands or whether there is a pattern to how
the visible bands are visited. Perhaps the simplest method for studying data of this type
is to use standard mathematical software to evaluate Fourier transforms and to form the
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Figure 5.11. Left: noisy time series. Right: autocorrelation spectrum.

autocorrelation spectrum. This can be accomplished with only a few lines of code using
MATHEMATICA, for example. We then obtain the accompanying figure for {C ;}; notice the
logarithmic scale. The strongest channel, k = 1, contains the square of the sum of {x;}.
Three other strong frequencies are clearly visible, plus four weaker frequencies. Therefore,
these data actually contain an 8-cycle. (Note that alternation between two values, a 2-cycle,
only corresponds to one frequency.) In addition, there is a spectrum of white noise that
tends to obscure the patterns in {x j}.

Now that we know there is an embedded 8-cycle, we can partition the data into groups
of 8 and average the groups to obtain an estimated cycle {X;, j = 1, 8} for which ran-
dom fluctuations are suppressed by averaging; positive fluctuations tend to cancel negative
fluctuations. Finally, if the underlying dynamics are periodic and deterministic, the value
of x;,, is predicted by x;. Therefore, Fig. 5.12 plots X, versus ; for the cycle. We now
see individual points that were obscured in the noisy raw data by random fluctuations. In
a similar plot for the raw data without averaging, these pairs of points would smear out
into indistinct blobs. These points lie within the bands in the {7, x;} plot, but the highest
two pairs appeared to merge into a single band in the noisy data. The lowest band was
narrowest because the underlying pair has the smallest separation. These points appear to
lie along a parabola, so we also show a curve px(1 — x) where y is fitted to the cycle data.

The data for this simulation were constructed using the logistic map

Xjpp = px(1-x)) (5.185)

with ¢ = 3.55, which settles onto an 8-cycle after discarding enough of the initial itera-
tions to allow transients to decay. We then added uniformly distributed random fluctuations
to simulate the noise that might be encountered in the measurement of the response of a
dynamical system. The noise amplitude was chosen to be large enough to smear the bands
in x but small enough not to obscure the smaller frequency peaks in C. The unperturbed
cycle for this p is actually {0.506, 0.887, 0.355, 0.813, 0.540, 0.882, 0.370, 0.828}, which
agrees well with the extracted cycle. Thus, the upper band actually contains 4 values while
the lower 2 bands contain 2 each, but it would take very sharp eyes, and perhaps some
imagination, to discern that pattern within the noisy data. Nevertheless, with the aid of the
autocorrelation spectrum we can discern the periodicities of the data and use that infor-
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Figure 5.12. Cycle and recursion relation extracted from data in Fig. 5.11.

mation to discover the underlying dynamics despite the superimposed noise. The present
example is admittedly artificial, but it should be clear that this type of analysis can be very
valuable in the study of real dynamical systems.

5.5.4 Power Spectrum Estimation

Estimation of the power spectrum for a persistent function f[z] that is not localized in
time using discretely sampled measurements is a surprisingly tricky task for which there is
much lore and literature; too much to survey here. The main problem is that the limitation
of data to a finite interval necessarily sacrifices information about times outside that inter-
val. Discrete sampling also limits the maximum meaningful frequency to w < w, = n/T
for real functions or 2w, for complex functions. Finally, there are precision and noise
issues that we will not discuss but which are important in practice. Here we will present a
very brief survey of some of the issues in estimating power spectra but leave more detailed
discussion to specialized texts.

Suppose that f[t] = Exp[—iwt] represents a simple harmonic vibration with unique
frequency w,,. Sampling necessarily limits the Fourier transform to a finite interval 7.
(Who can afford to watch the vibration forever?) Thus, the continuous Fourier transform
over a finite interval becomes

T .
Flw] = f Explicor] Expl—iwyf] di = 2 Expli( — w,)T/2] i@ = )T /2]
0

w — w,
(5.186)
with a spectral power density
. 2
- 2 Sin[(w — wy)T /2]
Plw] = =T 187
[w] = |flw]] ( (= wp)T/2 ) (5.187)

that peaks at w, but which is spread over a considerable range of frequencies when w,T
is not large. Many periods of oscillation must be observed in order to measure w, accu-
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rately, especially when the signal contains noise or measurement errors. However, actual
measurements made are at discrete times ¢ ;= T(j—1)/(N — 1), not continuously, so we
estimate the power spectrum using the discrete Fourier transform

~ N 2 .
Fi= B G = ik = D)
j;' . . (5.188)
- Z Exp[%(j — Dk -1)] Exp[—inT%]

(.
1l
—_

This expression takes the form of a finite geometric series that can be evaluated in closed
form. After some tedious algebra, we obtain

- |w, T N
. (k=1 T Sin| =5~ 577
% = Exp[—m(T + 2#)] - M[T Jl) (5.189)
4 Sln[Z([\?—l) - g ]

The first factor is just a phase that does not affect the power spectrum. It is useful to define
T = (N — 1)t where 7 is the sampling interval, such that

. 2
- ( Sin[Nw,7/2] ) (5.190)

Sin[wy7/2 — n(k — 1)/N]

represents the discrete power spectrum. This spectrum exhibits a strong peak where

kw=1+(ﬂ—m)zv (5.191)
2n

is close to a root of the denominator. Here m is an integer chosen to ensure that « is in the
range 1 < k < N. Notice that we indicated approximate equality because k is an integer
while « usually is not. The peak of the power spectrum then has a finite width, proportional
to T~!, that is similar to the continuous Fourier transform of a finite wave train. When «
actually is an integer, both the numerator and the denominator have coincident roots and
we use L'Hopital’s rule to determine that

Nw,t

= o KkEmN -1 = fi - N6, (5.192)
is consistent with the normalization of the orthogonality relation for the discrete Fourier
transform. In principle, such a peak is limited to only one channel, but signal noise or
numerical precision will generally produce nonzero amplitudes for nearby channels.

The sensitivity of the power spectra to slight differences in frequency is illustrated in
Fig. 5.13. Both figures use FFT with N = 2% = 256 channels. Notice the logarithmic
scales. The peak at x = 86.33 for w7 = 27/3 is not integral, resulting in a noticeable
spreading about channel k = 86. By contrast, using the very similar frequency w,7 =
(2n/3)(N—1)/N produces a discrete delta function at channel 86; the negligible, but appar-
ently nonzero, power in other channels is due to round-off errors for numerical calculation
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Figure 5.13. Power spectra for discrete Fourier transforms of Exp[—iwt] that use w7 ~ 27/3.

of the Fourier transform with a machine precision of 107!, The striking difference between
these spectra is an artifact of discretization that has nothing to do with the nature of the
underlying continuous function. In one case we chose, probably fortuitously, a sampling
interval that divides the period perfectly. In real life our signals would not be pure sinusoids
and we would not know the frequency well enough in advance to choose such a precise
sampling interval — if we had such knowledge, we would not need to perform numerical
analysis. Therefore, the panel on the left is the usual situation and shows that the spectrum
is spread by sampling even for a pure sinusoidal oscillation. The panel on the right, on
the other hand, requires precise calculations and delicate cancellations to achieve a dis-
crete delta function. The alert reader might wonder how the discrete Fourier transform can
produce a delta function using a finite observation time 7 while the continuous Fourier
transform for the same observation time results in appreciable spread. The difference is
that the discrete Fourier transform automatically assumes that the underlying function is
periodic and persists forever while the continuous Fourier transform does not.

The term —mN in the expression for « is a manifestation of aliasing — even when
the frequency w, is very large, there is still a peak within the sampled range of frequen-
cies because discrete sampling cannot distinguish how many times a function oscillates
between samples. Consequently, very high frequency contributions to a continuous signal
corrupt the discrete power spectrum for lower frequencies. In Fig. 5.14 we chose a fre-
quency for which w7 = 2135 is much larger than 27N for N = 256. The peak power for
the continuous spectrum should then be well beyond the end of this spectrum. Neverthe-
less, we observe a peak at channel 205 corresponding to m = 339. Our sampling is much
too coarse to obtain a realistic spectrum for this high-frequency signal. Signal processing
cannot be performed by blind application of numerical algorithms.

As our final example, we consider the behavior of the van der Pol oscillator, described
by the differential equation

2
T = o1 i) 5
where ¢ is a positive constant and x will be described as a displacement. This equation
reduces to a simple harmonic oscillator when &€ — 0, but for positive & the velocity-
dependent term pumps energy into the motion for small displacements and drains it for

(5.193)
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Figure 5.14. Power spectra for discrete Fourier transform of Exp[—iwt] with w7 = 2135. The
peak is an artifact of aliasing; the frequency of the actual signal is much too large for this sampling
interval.
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Figure 5.15. van der Pol oscillation, € = 10.

large displacements. The net effect is to drive the system toward a stable “limit-cycle”
oscillation that is decidedly nonsinusoidal for large €. This nonlinear differential equation
cannot be solved symbolically, so we must resort to numerical methods. The solution for
large ¢, long after transients have decayed, is shown in Fig. 5.15 for ¢ = 10. The behav-
ior is periodic but not simple, featuring relatively slow variations near either extreme, but
with rapid transitions between those extremes. Obviously, the time sampling must be fine
enough to represent the abrupt transitions.

The discrete power spectrum obtained using 4096 samples in the range 200 < ¢ < 600
is shown in Fig. 5.16. The peaks are found at odd multiples of a fundamental frequency, v,,
that is approximately 21 channels. The fact that the harmonics are odd can be understood
by observing that the nonlinear term responsible for those harmonics is odd. From the
plot of x[t] we see that the oscillation period, p, is approximately 19 time units, such that
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Figure 5.16. van der Pol spectrum, & = 10.

v,p ~ T where T is the total observation time. The dashed line shows that the intensity
of higher harmonics is roughly proportional to k=2, at least over this range. If the time
samples represent observation of a physical system, the power spectrum can be used to
study the underlying dynamics. We might, for example, attempt to guess a differential
equation that has these features and fit its parameters to the observed behavior.

After transients have decayed away, the behavior of this system is periodic. If we knew
its functional form and period precisely, we could use the Fourier series to deduce the
power in each odd multiple of the fundamental frequency, reducing the power spectrum
from a sequence of peaks to a series of discrete spikes of zero width. The spreading seen
in the discrete Fourier transform is partly due to the limitations of sampling in which the
period is not divided into a precisely integral number of samples. We might be able to
reduce the widths of these peaks if we knew the period in advance or could interpolate
within the data array to improve the sampling interval. The mismatch between the sample
interval and the period is analogous to chopping the fundamental frequency. The sharp
turn-on at ¢+ = 0 and turn-off at ¢+ = T spreads each discrete frequency into a peak of
finite width. A closer approximation to a Fourier series of narrow peaks can be obtained
by multiplying the sampled data by a window function w[¢] that has a broad, relatively flat
central region between smooth turn-on and turn-off regions. This technique is explored
in one of the end-of-chapter problems. However, in real applications, additional spreading
would be produced by measurement errors and noise. The effect of noise can be reduced by
dividing the data into several subintervals, each containing an integral number of periods,
and averaging the data for those subintervals to improve the signal-to-noise ratio. The
discrete Fourier transform would then be taken for the averaged data.
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5.6 Laplace Transform
5.6.1 Definition and Inversion

The Laplace transform Lf is defined by

L[f11]is] = Fis] = fo die™ fl1] (5.194)

and is useful for functions which vanish for # < 0 and remain finite for r > 0, ensuring
convergence of an integral transform that uses an exponential kernel. The Laplace trans-
form is related to the Fourier transform with respect to an imaginary variable w — is. The
primary difficulty in using the Laplace transform is defining and evaluating the inverse
transformation £~!. Using the analogy with the Fourier transform, we might guess that
the kernel for the inverse transform should take the form =’ — ¢*, but the exponential
growth for r > 0 clearly presents problems for convergence. Consider the Fourier trans-
form of the function

olt] = €7 flr] = glw] = Felo] = f " dre g = f Cdie ] (5.195)
0 0

whose inverse Fourier transform satisfies

00 00

eV flt] = F 3] = %T f dwe ™' glw] = f[t] = %T f dwe" " 3lw] (5.196)

—00 —00

The integral for f[¢] will converge if y is large enough to ensure that e¥g[s] — O for s —
+ijco. The variable change s = y — iw then gives

1 y+ico
Al = [ dserrglics - ) (5.197)
270 Jy—ioo
where the Fourier transform of g evaluated for the imaginary frequency #(s — ) such that
Felits - )] = f die™ Vgl = f die" e flr] = L{ls] (5.198)

0 0

reduces to the Laplace transform of f. Rigorous derivations may be found in more special-
ized literature.
Therefore, the Laplace transform and its inverse are defined by

flsl=Lf= f dt e f[t] (5.199)
0

fll=L"f= L f s " fls] (5.200)
270 Jymico

where 7y is a real number chosen to place the integration path to the right of all singularities
in f[s]. The inverse Laplace transform is often called the Bromwich integral or the Mellin
inversion formula. Although the Laplace transform was originally defined for real values
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Figure 5.17. Contours for the inverse Laplace transform. We must choose y to place the primary
vertical segment to the right of any singularities. Here we show just two poles; additional detours
may be needed to avoid branch cuts in the left half-plane.

of s, the inversion is performed in the complex s-plane using the domain in which f[s] is
analytic. Contours for inversion of a Laplace transform are sketched in Fig. 5.17, where the
heavy dots indicate isolated singularities. The region to the left of the vertical portion of
the contour may also contain branch cuts, if needed to define a single-valued function f[s].
When ¢ < 0 we close the contour using a great semicircle in the right half-plane, on which
the integrand vanishes in the limit of infinite radius, and conclude that f[tr < 0] = 0
because no singularities are enclosed. This result is consistent with the requirements on f
needed for application of the Laplace transform. When ¢ > 0 we close the contour using
a great semicircle in the left half-plane, with detours around any branch cuts. The residue
theorem can be used to evaluate the contour integral, but to extract the inverse function we
may need to subtract contributions of unwanted portions of the contour.
Notice that when s — 0 the Laplace transform becomes the total integral

s>0= Lf = fm flt] dt (5.201)
0

However, it is not necessary for this integral to exist for the Laplace transform to exist.
Existence of the Laplace transform requires that for any positive M there exists a real
number y such that |e™' f[¢]| < M is bounded for large 7. A function satisfying this condi-
tion is described as exponentially bounded. Thus, the Laplace transform of e for positive
A exists in the domain Re[s] > A even though its total integral does not. On the other hand,
Exp[#*] does not have a Laplace transform because it is not bounded by an exponential
of ¢. Nor does the Laplace transform exist for #7" when n > 1 because the transformation
integral is divergent at its lower end.
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5.6.2 Laplace Transforms for Elementary Functions

Let O[¢] represent the unit step function

Ot <0]=0 (5.202)
O >0]=1 (5.203)

whose Laplace transform
°° 1
L0 = f dte™0O[r] = - (5.204)
0 N

exhibits a simple pole at the origin with unit residue. We will leave the value at + = 0
undefined for the moment, and evaluate it using the inverse Laplace transform. The inverse
transform for # # 0 is obtained using

1 y+ico @St
O[t] = —f ds— (5.205)
270 Jymico s
where y > 0 may be taken arbitrarily small. Consider the contour integral
1 St
L N (5.206)
2ni Jeo S

where C consists of a vertical line in the right half-plane closed by a great semicircle of
radius R where R — oo. The only singularity of the integrand is found at the origin. For
t < 0 we choose a great semicircle to the right to ensure that closure does not contribute
and that the contour integral reduces to the inverse Laplace transform; hence, the inverse
transform for # < O vanishes because no singularities are enclosed by C. For t > 0 we
must close in the left half-plane and include two short horizontal segments represented
by s = yB £ iR where 0 < 8 < 1. The contributions of these segments vanish in the limit
Exp[(yB + iR)!]

R — oo because
et 1
ds—|=<vy f apg -
fs;gment S 0 yﬂ iR

Thus, the contour integral again reduces to the inverse Laplace transform but this time has
the value unity because a single pole with unit residue is enclosed. For = 0 we must be
more careful because the inversion integral takes the form

e
<y 50 (5207

= + IR =
s=yBxi R

1 y+ico 1
e[0] = — f ds— (5.208)
21 y K

—ico

and the contribution of a great semicircle does not vanish. On the contrary, if we close to
the right

1 d 1 (MRas 1 72 1 1
B N —,f Sy d0]=0[0] - -~ =0 = O[0] = -
2ni Jo s Row\2mi Jyg s 27 Jipo 2 2

(5.209)
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or if we close to the left

1 d 1 y+iRd 1 31/2 1
- —S—lim(—f D d9)=®[0]+§=1:>®[0]=

2ri Jo s Roe\2mi Jyig s 21 Jop 2

(5.210)

where the short horizontal segments can be neglected and where one choice encloses a

pole, while the other does not. Either way, we find that the consistent definition of the step
function in terms of the inverse Laplace transform of s~! requires @[t = 0] = 1/2.

The same result can be obtained using y — 0 and a contour C consisting of the imagi-

nary axis and an infinitesimal semicircular detour around the origin that ventures into the

right half-plane. For r < 0 we again close C to the right while for # > 0 we close to the left
and recover the previous results. For = 0 we obtain

st iood 1
z=0=~9§ds@—=2m'=@f Y in—=0e[0] == (5.211)
c S i N 2

j00

and is composed of a principal-value integral that gives the inverse transform and the
contribution of the semicircular detour. Therefore, combining these results we obtain
+ico i

L, ’ dse—él = 0[] (5.212)

27 Jyico S
and recover the original function. Obvious, perhaps, but the unit step function is an implicit
factor for any function for which one applies the Laplace transform because the require-
ment f[t < 0] = 0 can be met by the replacement f[¢] — f[t]O[¢]. However, if f[0] # O,
there are sometime subtle problems in limits 7 — 0% related to the value of ®[0]. These are
usually harmless, but may require careful analysis.

Next consider an exponential function for # > 0 whose Laplace transform

flt] = e"O[t] = fls] = fw dte ™ e™ = for s > Re[a] (5.213)

0 Nl 07

exhibits a simple pole with unit residue at s = «. If the real part of « is positive, the pole
is in the right half-plane. Thus, poles in the right half-plane correspond to exponentially
growing functions and convergence of the inverse Laplace transform requires y to be suf-
ficiently large to overcome the strongest of these exponential features. Poles in the left
half-plane correspond to exponentially decreasing contributions which pose no difficulties
for the inversion procedure. The imaginary parts of these poles correspond to oscillatory
features in the original function. The unit step function without an exponential factor is
equivalent to an exponential with @ = 0 and contributes a pole at the origin. The Laplace
transforms for trigonometric functions are easily deduced from that for an exponential,
whereby

) 1/ 1 1 w
L[Sin[wr]] = ﬂ(s — z'w) = a2 (5.214)
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11 1 s
L|Coslwr]] = E(s —ot m) =5, (5.215)
Notice that when
1
5= 0= L[Sinfwr]] > =, L[Coslwr]] » 0 (5.216)

we obtain finite values for the improper integrals
0 1
f dt Sin[wt] = — (5.217)
0 w
f dt Cos[wt] =0 (5.218)
0

that are consistent with earlier results obtained with the aid of a convergence factor (see
Sec. 2.2.2).

If the Laplace transform is a rational function, often the simplest inversion method is
to expand in partial fractions and sum the resulting exponential functions. For example,
given

~ s 1 a b
= = 5.219
Jsl (s —a)is+Db) (a+b)(s—a+s+b) ( )
we can immediately determine
ae® + be™
t]= ——— 5.220
Sl === (5.220)
without performing contour integration.
The Laplace transform has a simple shifting property
Fls—al = f dte™" flt] = L] f11]] (5.221)
0
which permits one to deduce
w
Lle” Sin[wt]| = ——— 5.222
[e L ]] (s +9)° + ? ( )
- s+y
Lle™ Coslwt]| = ——— 5.223
[e Lo ]] (s +9)?° + w? ( )

effortlessly. Conversely, if we apply a step function to f[¢] to ensure that the integrand
vanishes for ¢ < 0, as required for the Laplace transform, multiplying the transform by an
exponential

e fls] = f N dte™ " f[t] = f ) dte™ f[t —a] = f " dte™ f[t — a]O[t — a]
0 % 0
(5.224)
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has the effect of shifting the integrand. Hence, we find
L] flt - a]®[t - a]| = e * fls] (5.225)
Finally, consider the delta function 6[t — #,] with z, > 0, for which
L[o[t — 5] = e = L7'[e™0] = 5[t — 1] (5.226)
In the limit 7, — 0*, we find formal results
ty— 0" = L[o[t]] = 1 = L7'[1] =[] (5.227)

that are often useful in initial-value problems. Although this result is similar to that for
Fourier transforms, we must remember that the Laplace transform is limited to # > 0.

5.6.3 Laplace Transform of Derivatives

The Laplace transform finds some of its most important applications in the solution of
differential equations. The Laplace transform of a derivative

LUF1 = fo dte™ f'11] = (€ fIEDS + s fo dre™ flr] (5.228)

can be integrated by parts. Assuming that f[¢] remains finite as ¢t — oo or restricting
Rel[s] > ¥, we obtain

L[f'11]] = sL] f1e] - f107] (5.229)

where the integration constant is evaluated in the limit # — 0" for infinitesimal positive 7.
Iteration now gives

Lf1e] = s L[ fle]] - sf107] = £/[0*] (5.230)

or, more generally,

n—1

L] = s L] - s 00t (5.231)

k=0

Therefore, when we apply the Laplace transform to a linear differential equation, the initial
conditions become part of the resulting algebraic equation, making this technique particu-
larly useful for initial-value problems. The Fourier transform, on the other hand, is often
more useful for boundary-value problems.

It is also useful to consider derivatives of the transform

fls] = f N dre™ ft] = f'[s] = f N dre™' (—t f[t]) (5.232)
0

0
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whereby
0 -
L[tfl1]]ls] = = 11s] (5.233)
Thus, the Laplace transform of #” f[¢] is related to L f by the operator
t— - ka (5.234)
os
6 n
" — (——) (5.235)
Os

Alternatively, using

e—Sf 0
; :f doe ™" (5.236)

and changing the order of integration in

fm dit e flt] = foo dt fw doe 7 f[t] = foo do fw dre™ " f[t] (5.237)
0 0 s K 0

we obtain
L L) = f " do o) (5.238)

Thus, while positive powers of ¢ are related to differentiation, negative powers of ¢ are
related to integration of the Laplace transform with respect to the conjugate variable s.

5.6.4 Convolution Theorem

Consider a function f[t] obtained by the convolution of g[t] and k[t — 7] over the finite
interval 0 < 7 < ¢, such that

!

!
[f=g®@®h=h®g= f[t] = f gltlhlt — 7]dt = f htlglt — t]dt (5.239)
0 0
We wish to demonstrate that the Laplace transform satisfies a convolution theorem

Llg® h] = L[g|L[h] (5.240)

which is similar to that for Fourier transforms. We assume that both g and / are expo-
nentially bounded so that their Laplace transforms exist. The Laplace transform of the
convolution is then given by an integral

T t
]‘[s]z}iﬁrg‘fo dte_”f(; drg[t)h[t — 7] (5.241)



172 5 Integral Transforms

over a triangular area in the (¢, 7) plane. Assuming that we can change the order of inte-
gration

T T
f[s] = }im f dTg[T]f dte ™ h[t — 1) (5.242)
— Jo T
and using the variable change u = ¢ — 7,
B T T-1
fls] = }im f dte " g[t] f due ™" hlu] (5.243)

we obtain an integral over a triangular region of the (&, 7) plane. Recognizing that h[u] is
exponentially bounded, the relative contribution to the inner integral

T T T
fls] = lim f dm‘”g[r](f due™"hlu] — f due‘”‘h[u]) (5.244)
T=00 Jo 0 Tt
made by the region 7 — 7 < u < T becomes negligible as 7 — co. Therefore, we obtain
Fls1 = gls)hls) (5.245)
as desired.

The important role of the Laplace convolution theorem in the solution of inhomoge-
neous differential equations, similar to the analogous theorem for the Fourier transform,
will be explored soon and in the exercises. It can also be used to evaluate Laplace trans-
forms for functions defined by definite integrals. By interpreting a definite integral as a
convolution with the step function

fl fle'1dt — ft Ot — t'1f[¢'dt’ (5.246)
we ol;)tain 0

L[ fo t f[t’]cﬂt’] = %L[f[t]] (5.247)
whenever L exists. For example, using

L[Si?m] - f N cﬂ0'021+1 - fo dx- :xz — ArcTan[s™'] (5.248)

the Laplace transform of the sine integral function becomes

Si[t] = f Sir;[x] dx = £[Si] = s~ ArcTan[s"'] (5.249)
0

The convolution theorem can also be used as an alternative to the partial-fraction decom-
position. For example, we can use
!

L+ (@ +) =0 f e Sin[wr'] d1’
0

I(Exp[—a(t —t)+iwt']  Expl-a(t —t') —iwt’] )t

2iw a+ iw a - iw 0

(5.250)
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to find
e — Cos|wt] + & Sin[wt
L+ '+ = L] +  Sinfor] (5.251)

% + w?

5.6.5 Summary

A brief table of Laplace transforms and their properties is given in Table 5.5. Note that
we assume that #,7, > O throughout and that initial conditions enter for # — 0*. The
parameters #,, w, ¥, and A are real. We also assume that the required derivatives exist and
integrals converge. Be careful in applying theorems for derivatives and other operations to

functions with discontinuities.

Table 5.5. Brief table of Laplace transforms.

Type 11t s
definition fltl = 55 y’_ﬁf dsefls)  flsl= [ dre™ fli]
step function O[] 57!
delta function ot —1,] e
shifting flt = 1,100t - 1,] e fs]
attenuation e flr] Fls +v]
dilatation FlAf] A7 Fs/A]
convolution [l = [ glelnle —tldr  Jls] = gls)hls]
derivatives £l sfs] - f[0*]

il s*fls] = sf107] = £'[07]
integral I fu1ar s 7[s]
powers t [y + 1]/s!
multiplication by powers 7 f[f] —f'[s]

iy fm floldo
exponential 0[] 1/(s+7)
trigonometric Sin[wt] w/(s* + %)

Cos[wt] s/(s> + %)
periodic e +nT] = glt] Flsl= (1= e )" [7 dreglt]

5.7 Green Functions via Laplace Transform

Like the Fourier transform, the Laplace transform can be very useful in analyzing the
response of a linear system to external stimuli. An advantage of the Laplace transform is
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that initial conditions are included automatically. In this section we illustrate this technique
using a few relatively simple examples.

5.7.1 Example: Series RC Circuit

The current in a simple RC circuit with a variable voltage source V[¢] satisfies

1 !

RI[t] + c f I[¢']dt = V][t] (5.252)
0

where we assume that the circuit is quiescent for # < 0 (no current and discharged capaci-

tor). Although this can be converted into a differential equation for the stored charge, it is

instructive to solve the problem as an integral equation instead. The Laplace transform for

this simple integral equation gives

Ri+ Ly 7=
Cs -

5.253
1+s7 ( )

where 7 = RC is the characteristic time constant for this circuit. Therefore, the general
solution takes the form of a convolution

!
= [ Gle-rwiriar (5.254)
0
where the Laplace transform of the Green function is
G[s] = 52
Gls] C1 e (5.255)

The inversion can be accomplished either by using the Bromwich integral or by using the
basic properties of Laplace transforms, whereby

-1 S 0 —1[ 1 ] e
= — = - @
L [1+sr] HE e Pl i U (5.256)

=1 =[] + e775[t])

We can drop the step function because this Green function is only used for # > 0 and we
can evaluate the coefficient of the delta function at # = 0 to obtain the simpler form

—t/T
Gli] = R’l(é[t] _¢ ) (5.257)
T
such that
RI[t] = V[1] - 7' f Expl—(t — ')/7IVI[¢'] dt’ (5.258)
0

or

RI[f) =V[t] -t le" f Expl[t'/T|V[t'] dt’ (5.259)
0
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For example, suppose that the voltage is constant for # > 0. Then

V[t] = V,0[t] = RI[t] = V,(1 -7 '™/ fo Explr’/7]dr’) (5.260)

— VO (1 _ e—l/‘r(et/‘r _ 1))
such that

V[t] = V,®[t] = RI[t] = Ve ''" (5.261)

Thus, the current is initially determined by Ohm’s law for R and V|, but decreases to zero
for long times as the capacitor becomes charged. Although this derivation may be unfa-
miliar, the result should be familiar and agrees with our expectations. For more general
V[t] profiles, sometimes it may be easier to invert the Laplace transform I[s] and at other
times it is easier to perform the convolution with respect to time. These approaches are
compared in the exercises.

5.7.2 Example: Damped Oscillator

Consider once again the initial-value problem for the damped harmonic oscillator

0? 0
(ﬁ + Zyg + wé)x[t] = flt], x[0] =x,, xX'[0] = v, (5.262)
where we consider only positive times, ¢ > 0, that are suitable for the Laplace transform.
An advantage of the Laplace transform is that the initial conditions are included automat-
ically. Thus, the transformed equation

%% [s] — 5% — v + 2¥(sX[s] — xo) + wiX[s] = fls] (5.263)
reduces to

x[s] = %, [s] + %,[s] (5.264)
where

f [s] = Xols +2y) + vy Xo(s +7y) Vo (5.265)

s2+2ys+w(2) B (s+y)2+(a)(2)—72) (s+y)2+(w%—y2)
is the solution to the homogeneous equation that depends upon the initial conditions and

e JIs]
Blsl= 5 =y o (5.266)
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is the particular solution to the inhomogeneous equation that depends upon the forcing
term. The homogeneous solution can be inverted using

1 in[ar
N Frsverwe] R (5.267)
S+y) +a a
*1[%] = ¢ Cos[at] (5.268)
+y) +a
to obtain
i Vo «:
Xl =e y(xo Cosfar] + -0 Sm[a/t]) (5.269)
The particular solution takes the form of a convolution
!
x[t] = f Glt - r1fl'1dr (5.270)
0
where
i t
Glt] = e‘y’% (5.271)

is the Green function. Notice that the lower limit of integration is + = 0 because for
the initial-value we can imagine that the forcing term is absent for ¢+ < 0, implicitly
using f[t] — f[¢]®[¢] for the method of Laplace transforms. Also notice the similarity
between the Laplace and Fourier representations of the Green function, which are related
by s < iw. Further analysis of the underdamped (@ = wy), critically damped (a — 0), and
overdamped (@ = ik) situations is identical to previous results using the Fourier transform.

5.7.3 Example: Diffusion with Constant Boundary Value

Suppose that y[x, 7] satisfies a diffusion equation

Y 10y

I 5.272

ox* kot (6:272)
for x > 0, subject to boundary conditions

x>0 and r=0=y =0 (5.273)

x=0 and tz0=y =y, (5.274)

where i is a constant. For example, if a large block of material is brought into contact
with a hotter block that is maintained at constant temperature, ¥ could represent its tem-
perature increase. Alternatively, if a block with pure chemical composition is immersed in
a chemical solution, ¥ could represent the concentration of a foreign chemical diffusing
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into the block over time. It is useful to perform a Laplace transform with respect to time

Ulx, s =f dte™"y[x, t] (5.275)
0
1 Cc+ioco 5

Ulx t] = —f dse™Y[x, s] (5.276)

2mi c—ico
to obtain an ordinary differential equation of the form
O x, ~ -
7@; i 2Pl Pl0.s] = Yo (5.277)
ox K s

where the Laplace constant ¥[x, 0*] vanishes for x > 0. The Laplace transform of the
boundary condition /[0, 1] = ¢,0[t] becomes U0, s] = s’lwo because of the step function
inherent in the Laplace method. Notice that a Laplace transform with respect to x instead
would yield an inhomogeneous equation because [0*, ] = i, does not vanish; hence,
that strategy would not reduce the complexity of the original problem.

The solution for J/[x, s] that satisfies the boundary condition for [0, s] can now be
written by inspection as

I, s] = % Exp[—x S/K] (5.278)

where we must obviously reject the exponentially growing possibility. The problem now
is to obtain Y[x, 7] by inverting the Laplace transform. There is a simple pole at the origin
and the square root in the exponential is made single-valued by a branch cut along the
negative real axis. Using the contour sketched in Fig. 5.18, which encloses none of these
features, we can write

95 dse"Jlx, s] = 0 = ylx ] = ) Z I, (5.279)
C 27Tﬂ =
where
I, = f as Exp[—xvs/x] (5.280)
¢ S

represents contributions from each segment of the contour. Segment C, corresponds to
the Bromwich integral while the other segments serve to establish its value through the
Cauchy integral theorem.

The contributions to I, and I from the left half-plane vanish in the limit R — oo
because with

s =Re"” = le;’ Exp[—x S/K]
s

~ R71 Exp[Rt Cos[H]] Exp[—x\/ R/k Cos[g]] (5.281)

=1L =1,=0

the range 7 < 0 < 37” ensures that the dominant exponential has a negative argument.
The short horizontal segments in the right half-plane with s = p + ico, where p is real
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C3 C4 C[

977 Res

Cs

Cs

Figure 5.18. Contour for inverse Laplace transform of Exp[—x s/ K]/ s.

and ds = dp, do not contribute either because there
. e’ -1 . +in/4
s=ptiR = — Exp[—x S/K] ~ FiR Exp[pt + iRt — xVR/ke™ ] (5.282)
s
Separating the real and imaginary parts of the argument of the exponential
St
e Exp[—x S/K] ~ %R Exp [pt - x\/R/ZK] EXp[iiRt + ix\/R/ZK] (5.283)
s
and retaining only the leading dependencies in R
@.YI
s=ptiR = — Exp[—x S/K] ~ FiR"! Exp[—x\/R/ZK] Exp[+iRf] (5.284)
s
we find that the magnitudes of integrands are proportional to R~' Exp[-aR!/?] where
a > 0. The lengths of these segments is finite and the integrands vanish quickly in the
limit R — oo.

As C; and Cy approach the real axis, C, approaches a complete circle enclosing the
pole with unit residue in a negative sense, such that

I, = —2ni (5.285)
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The segments neighboring the real axis take the form

0 o0
. d d
13:f Exp|st — xe”™"? Is —Sz—f Exp—sz‘—ix‘/M @
oo K| s 0 K| s (5.286)
« >, . du
=-2 Exp[—ktu” — iux]—
0 u
e » d 0 d
Iszf Exp|st — xe /2 Is —Szf Exp—st+u’x,M @
0 KPS Do “ls (5.287)
0 d
= Zf Exp[-«tu® + ziux]—u
0 u
such that
. du 21
L+15=4i — Exp[—«tu] Sin[ux] (5.288)
0 u
To evaluate the integral
o0 du 2 .
&lx] = W Exp[—«tu”] Sin[ux] (5.289)
0
we first consider
00 1 (o)
E'x] = f du Exp[—«tu®] Cos[ux] = 3 f du Exp[—ktu*] Expliux] (5.290)
0 —o
which can be obtained by completing the square
0o 5 x2 00 ‘/_ X 2
du Exp[—«ktu“] Exp[iux] = Ex [——]f duExp|—| Vktu —1i
I . pl 1 Expliux] Pl | ) P N
2
bis X
= | Z Exp|-—
Kt xp[ 4kt
(5.291)

Hence, the desired integral satisfies a differential equation

oo 1 x x2 B
&'[x] = 5\/;}3"13[—@ , €[0]=0 (5.292)

which can be integrated to obtain

T (7 X2 TR T X
= /— " Exp| - = " dy = = Erf] 2
£lx] T fo dx xp[ T \n fO e dy 5 r[z \/E] (5.293)

Therefore, we finally obtain

Wlx, 1] = wOErfc[ (5.294)

v

where Erfc is the complementary error function.
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0 1 2 3 4 5

n=x/Vkt

Figure 5.19. Diffusion with constant boundary value.

Notice that the natural time scale is determined by x~! while the natural distance scale
is determined by +/«r such that the dimensionless variable = x/+/kt provides a sim-
ple one-dimensional function describing both the distance and time dependence of the
approach to equilibrium. Figure 5.19 illustrates the equilibration of the sample in terms of
its natural dimensionless variable. This solution is characteristic of any diffusion problem
(temperature, chemical concentration, etc.) for which a plane is maintained at a constant
boundary value.

It is useful to examine the behavior of this function for both small and large values of
its dimensionless variables using series expansions. For a fixed position, the initial time
variation is determined by the solution for large n while its asymptotic approach to equi-
librium is determined by the solution for small 1.

Series [Erfc [g] ,{n,0, 2}]

1-L+O[n]3

N

(Series[Erfc[x], {x,»,4}]/ .{x>n/2})/ /Normal/ /Simpli fy

'72

2e” 1 (-2+17?)

\rn?
Perhaps it is also useful to visualize the equilibration process using the three-dimensional
Fig. 5.20. The initial temperature elevation at x = 0 spreads gradually to more distant areas
and later approaches the final temperature asymptotically.

Integral transforms are so useful that extensive tables of Fourier and Laplace trans-
forms have been compiled. Therefore, once one is comfortable with the basic methodol-
ogy, one can often obtain the necessary transforms either from standard compilations or
from MATHEMATICA® or another symbolic math program. For example, MATHEMATICA' can
provide the inverse transform

InverselaplaceTrans form [%Exp [-xVs/x],s, t] //
s

FullSimplify[#,{t>0,x>0,x>0}]&
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(5.295)
(5.296)
(5.297)

within

Sin[x]
X

47rf cﬂrrzjo[qr]pch[r] Jolx] =
0

(4]

Moments of form factors

M,lp)=4x [ ol
0

needed for this problem without the pain of performing some rather tedious integrals by
ﬁ ch

hand.
Analysis of the angular distribution for electron scattering provides the form factor, which

is related to the density by the Bessel transform
where r is the radial coordinate, ¢ is the momentum transfer, and j is the spherical Bessel

The charge density p,[r] in an atomic nucleus can be measured using electron scattering.
function of order zero. It is often useful to characterize distributions in terms of moments
Finally, the nuclear charge density results from a convolution of the proton density p (in
other words, the distribution of protons with the nucleus) and the charge density p,,

a proton such that

Figure 5.20. Temperature equilibration (arbitrary units).

Problems for Chapter 5
Problems for Chapter 5
and the mean-square radius

1.

(5.298)

l91p,4]

'
I

Pen =P ® P, = Pepldl
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a) Show that a form factor can be expanded in terms of

o

plal = > a,M,,q* (5.299)
n=0
and determine the coeflicients. How can one extract M,, using derivatives with respect
to ¢>? How does (r?) enter a low-¢ expansion?
b) Determine the general relationship between M,,[p.,1, M,,[p], and M,,[p,]. Find
explicit formulas for n = 0, 1. In particular, how are the mean-square radii related?

2. Elastic form factor for 1O
In the harmonic oscillator model, the radial wave functions for the nuclear 1s and 1p
orbitals take the shapes

2

2
4 ] Rlp[r]ocrExp[— i (5.300)

27 27

where b is the oscillator constant. The radial wave functions should be normalized so that

R, [r] e Exp[—

f dr?R [F = 1 (5.301)
0

The proton density for '°0, containing 2 protons in the 1s orbital and 6 protons in the 1p
orbital, is then

2R, [r)* + 6R1p[r]2

plr] = (5.302)
4
The elastic form factor is given by
N * . . Sin[x]
plal=4n [ drjlarlplr] Gyl = (5.303)
0

where ¢ is the momentum transfer. Compute the elastic form factor and produce a semilog
plot of |,5[q]|2 given b = 1.8 fm. The momentum transfer ¢ should be measured in units
of fm™! where 1 femtometer (fm) corresponds to 10~'> m, which is the appropriate length
scale for nuclear physics. Also, determine the rms radius by examining the power series
for p[q] for small g.

3. Fourier transform of periodic function
Suppose that f[¢] = f[t + T] is strictly periodic with period 7. Evaluate the Fourier trans-
form, flw].

4. Array theorem

Suppose that
N
fldl =) glx—x,] (5.304)
n=1

consists of an array of identical distributions about a set of positions {x,,}.
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a) Evaluate the Fourier transform f[k] by expressing the summation as a convolution
with a set of point sources represented by delta functions.

b) Perform the summation for a uniform array x, = na, n = 1, N and evaluate the inten-
sity |71k

5. Fraunhofer diffraction grating
The Fraunhofer approximation to diffraction takes the form

o0 2
S[6] = ‘f Alx] Expligx] dx (5.305)

where A[x] is an aperture function that takes unit values for open regions and vanishes at
obstacles and where g = k Sin[#] for wave number k = 27/A. The aperture function for a
grating with N identical slits takes the form

N
Alx] = 3" ©[b - 2lx - nal] (5.306)
n=1
where a is the spacing and b < a is the width. Use the convolution theorem to evaluate the
diffraction pattern efficiently.

6. Convolution of a Breit—Wigner resonance with a Gaussian resolution function
Suppose that the energy dependence of the differential cross section for a nuclear reaction
is described by the Breit—Wigner profile

r So

Slw] = —————F—
27 (w - w0)2 + %2

(5.307)

where I' is the full-width at half-maximum and S, is the integral over energy. However, the
measurement of energy is smeared by a Gaussian resolution function

Rlw] = ——— Exp[—wz] (5.308)
V2ro? 202

such that the observed distribution is the convolution ¥ = S ® R. Use the convolution
theorem to obtain an explicit formula for Y [w]; your result will probably involve the com-
plementary error function. If you have access to suitable mathematical software, compare
your symbolic result with numerical evaluation of the convolution integral. Also compare
Y[w] with S[w]. (Note that MATHEMATICA" 5.1 cannot evaluate the convolution integral
symbolically.)

7. Loaded beam
The displacement of an infinitely long beam on an elastic foundation is described by

dt
(W + 1)y[x] = P[x] (5.309)

where we assume that y[+co] = 0. Use the Fourier transform method to compute the
Green function for this system. Then provide an integral which can be used to compute
the displacement given an arbitrary P[x].
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8. Diffusion and radiation of heat
Heat diffuses in a medium that also radiates heat at a rate proportional to temperature.
Thus, a one-dimensional spatial distribution of temperature T'[x, ] satisfies

— =D— —aT (5.310)
where D and « are positive constants. A finite amount of heat is released at a point in an
infinite bar such that

T'[x, 0] = Q6[x] (5.311)

a) Evaluate and describe the temperature distribution at later times.

b) Compute the total amount of heat lost to radiation between time zero and time ¢ and
interpret the result.

9. Damped oscillator subject to a step function
Use the Fourier transform to solve

2
(aa? + Zy% + wé)x[r] = flt], t<0=x[t]=x[t]=0 (5.312)
when
fltl = £,0lt] (5.313)

is a step function that “turns on” at # = 0. Find explicit solutions for the underdamped,
overdamped, and critically damped cases. Compare these three solutions graphically and
explain their behavior.

10. Damped oscillator subject to square pulse
Use the Fourier transform to solve

9 d 5
el + 2)/& + wy | x[t] = flt] (5.314)
when
fltl = f,®lt + 7] = Ot — 7]) (5.315)

is a square pulse. Plot the solutions for y/w, = 0.5, 1.0, 2.0 with 7 = 5/w,, as functions
of wyt and explain their general characteristics. If this were an RLC circuit, under what
conditions would the output follow the input most closely?

11. Orthogonality relations for Fourier sine and cosine transforms
Derive the orthogonality relations:

fw dt Cos[wt] Cos[w't] = g(&[w - ']+ 0w+ ') (5.316)
0

foo dt Sin[wt] Sin[w't] = g(é[w -] - dlw+ ) (5.317)
0
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12. Relationship between Fourier sine, cosine, and exponential transforms
Demonstrate the equivalence between the representations

00

fir = f dwe Flw] = 2 f " dw (7" 1] Coslr] + 75 lw] Sinfer])
21 J o 7 Jo

(5.318)
where
Ol = (10 = f-1) (5319)
and
flwl = f dre i) (5.320)
7wl = fo i Coslwr] /1] (5.321)
1ol = [ arsinfor st (5322)
Finally, demonstrate that
Flot =2 (7l + 75 [w)) (5.323)
13. Green functions using Fourier cosine or sine transforms
The Fourier cosine transform is defined by
7k =7l = [l Costi s (5.324)
a) Use the Fourier cosine transform to solve
Y'IXl=a’ylxl =0 y[0]=b, yleo]== (5.325)

b) Next use the Fourier cosine transform to obtain the Green function that satisfies
G[x, x'] - aszQ[x, X1=0x-x1 G,0,x]1==0, G,loo,x']==0 (5.326)
and write a formal solution for the inhomogeneous equation
Y'IXl = @’ylxl = fIx] y'[01==b, yleo] =0 (5.327)

c) Now suppose that the lower boundary conditions are replaced by y[0] == a for the
homogeneous problem and by G,[0,x’] == O for the Green function. How do the
solutions change? Why is the Laplace transform inconvenient for this problem?
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14. Born approximation for Yukawa potential

The Born approximation for elastic scattering of distinguishable particles with interaction
potential V approximates the differential cross-section by |M|*> where the matrix element
takes the form

m=-£ f [V 710, [7] (5.328)
2n

with u being the reduced mass and 7 = 7, — 7, the separation vector. The wave functions
are approximated by plane waves of the form

®, = Explik, -7, @, = Explik, - 7] (5.329)

where the wave vectors are equal in magnitude, such that k, = k. Evaluate M for the
central part of the Yukawa interation between two nucleons, given by

—m.r

e

Virl =V, (5.330)

m.r

where m,_ is the pion mass, V is a strength constant, and r = |7, — 7,|. Express your result
both in terms of the momentum transfer g = E - %f and in terms of the scattering angle 6.
(Note: we are neglecting the spin dependence and tensor properties of the nucleon—nucleon
interaction.)

15. Numerical convolution using FFT
Use the FFT function in your favorite mathematical software to reproduce the figures in
the text relating to the convolution

x[t] = f ) Glt — 7IF[r]dt (5.331)
where
Glt] = wy' Expl—yt] Sin[wgt1O[t], wy = W} -y (5.332)

We used w, = 0.3 and y = 0.05 in natural units, N = 256, and
(t - s)z]
w

Flt] =@ - s)° Exp[— (5.333)
with s = 150 and w = 200. Show that a judicious choice of phase shift suppresses artifacts
due to wrap-around in the working array.

16. Temporal correlation
Use the FFT function in your favorite mathematical software to reproduce the figures in
the text relating to the autocorrelation function for the logistic map.

17. Van der Pol spectrum

Again assuming that mathematical software with both a differential-equation solver and
FFT is available, reproduce the figures in the text that illustrate the power spectrum for a
van der Pol oscillator.
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18. Windowing

The spreading of the power spectrum for a discrete sinusoid is similar to that of a finite
wave train using a continuous Fourier transform. In both cases one is effectively multiply-
ing a persistent function by a time window of the form ®[7]®[T — ¢] that has sharp edges
and reproduction of a rapid temporal transition requires Fourier components with arbi-
trarily high frequency. Therefore, the window function artificially enhances the power for
large frequencies. More realistic estimates of the power spectrum for the input signal can
be obtained by using a window function, w[t], with softer features that do not distort high
frequencies as badly. For the purposes of discrete Fourier transform using sampled data
within a range 0 < ¢ < T, the window function should vanish for# < 0 and ¢t = T, should
be relatively flat over a wide central region surrounding a maximum value of unity at 7'/2,
and should be symmetric about 7/2. Many window functions with these properties can
be found in the literature and their proponents often argue that their version optimizes a
particularly important figure of merit, such as equivalent noise bandwidth, scallop loss, or
other esoterica. The nonspecialist may as well use the simple Welch window

2j—N-1)?
(%)
with parabolic shape. The purpose of this problem is to demonstrate numerically, with
two simple examples, that use of an appropriate window function provides qualitative
improvements in the power spectrum. More detailed analysis of the performance of various
window functions may be found in specialized literature.

W.:l—

; (5.334)

a) Show that the Welch window has the desired temporal characteristics and then display
its discrete Fourier transform using N = 256.

b) Compare power spectra for f[¢]®[¢]O[T — ¢] and w(¢]f[¢] where f[¢] = Sin[0.3¢] and
comment on the effect of using a softer window.

c) Apply the Welch window to improve the estimated power spectrum for the van der
Pol oscillator with £ = 10. We suggest 4096 samples within 200 < ¢ < 600.

19. Laplace transform of J,[x] using an integral representation
a) Demonstrate that the integral representation

Jolz] = % f "o Cos|z Cos[4]] (5.335)
0

provides a solution to Bessel’s equation
2 +2f 2]+ (2 =VP) flzl =0 (5.336)
for v = 0 and initial condition f[0] = 1.
b) Use this integral representation to determine the Laplace transform of J;[x].

20. Laplace transform of J;[x] using its differential equation
The Bessel function J;[x] satisfies the differential equation
( & 1d

ot I)Jo[x] =0, J,0]=1 (5337)
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a) Show that the Laplace transform ]O[S] satisfies a first-order differential equation and
obtain jo[s]. (Hint: if f[x] is continuous at x = 0, you can use fooo e flx]dx ~
s~ £[0] when s = o0.)

b) Use an expansion of J,[s] in powers of 57! to develop a power series for J,[x]. What
is the radius of convergence?

21. Decay chain
Suppose that a radioactive nucleus decays sequentially such that the populations of the
first three members of the decay chain evolve according to the rate equations

dN
dTl = -A,N, (5.338)
dN.
_dtz = 1,N, - L,N, (5.339)
dN.
—d; = L,N, — ;N (5.340)

Use the Laplace transform method to determine N,[7] assuming initial populations N,;[0] =
n;. How can we extend the procedure to longer sequences?

22. RC circuit using Laplace transform
In the text we demonstrated that the current in a simple RC circuit with a variable voltage
source V[t] satisfying

RI[t] + éf I[t']dt =V[t], I[t<0]=0 (5.341)
0

can be expressed as

(5.342)

or
RI[{]=V[t] -t e™" f Exp[t'/7|V[t'] dt’ (5.343)
0

where 7 = RC is the characteristic time constant for this circuit. For each of the following
V[t] profiles, demonstrate that both the inverse Laplace transform and the convolution
integral give the same current /[].

a) Step function: V[t] = V®[t — a] with a > 0.
b) Rectangular pulse: V[t] = V(B[t — a] — O[t — b]) with b > a > 0.

c) Sinusoidal voltage: V[t] = V,, Sin[w?]®[¢]. Identify the transient component and eval-
uate the phase shift between current and voltage oscillations after the transient has
decayed away.
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23. Current in RLC circuit using Laplace transform
The current in a series RLC circuit with a variable voltage source V[¢] satisfies

Ldl + RI + ! ft It dt" == V[t] (5.344)
dt CcJo - ’

where we assume that the circuit is quiescent for # < 0 (no current and discharged capaci-
tor). Although this equation is usually converted into a differential equation for the stored
charge, it is instructive to solve the problem as an integro-differential equation instead.

a) Express the relationship between Laplace transforms 7 and V for current and voltage
as a convolution and determine the Green functions for (i) underdamped, (ii) over-
damped, and (iii) critically damped circuits.

b) Use the Laplace transform method to evaluate /[¢] when the voltage is constant dur-
ing a < t < b. Sketch the behavior of underdamped and overdamped circuits.

c) Use the Laplace transform method to evaluate the current for a sinusoidal voltage
switched on for + > 0. Identify both the transient component and the phase-shift
between current and voltage oscillations.

24. Laplace transform of periodic functions
Consider a periodic function of the form f[r + T] = f[¢].

a) Show that the Laplace transform is given by

- 1 T
fsl == fo fltle™ dt (5.345)

What happens in the limit 7 — co?
b) Verify that the expected results are obtained for Sin[z] or Cos|[t].
c) Evaluate Laplace transforms of the square wave.
d) Evaluate the Laplace transform of the sawtooth wave, f[¢] = Mod[t, T].

25. Rectifiers

An ideal half-wave rectifier circuit passes positive and blocks negative voltage signals
while the output of an ideal full-wave rectifier is the absolute value of the input voltage.
Evaluate the Laplace transform of the output for both half-wave and full-wave rectification
of a sinusoidal input voltage, Sin[wt].

26. Initial-value problems using Laplace transform
Solve the following differential equations, with specific initial conditions, using the Laplace
transform.

&
&) (g = Dyl =1, 510] =y'[0] = y[0] = y[0] = 0 (5.346)
b) ¥'[z] +f yrldr=e™", y[0]=1 (5.347)
0

o) Y'lxl+xy'[x] +ylx] =0, y[0]=1, y[0]=0 (5.348)
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27. Difference-differential equation using Laplace transform
Suppose that y[¢] satisfies a difference-differential equation

tz20= y[t]+ylt] -yt -1]1=0 (5.349)
with the initial condition

-1 <t =<0=ylt] =y,lt] (5.350)
where y,[7] is a known function.

a) Show that the Laplace transform satisfies
0

Jsl=(1 +s-e™)! (yo[O] +e f

ey, 1] dr) (5.351)
-1

b) Compute y[t] for r = 0 given y,[#] = 1 and check the result.

28. Abel’s integral equation
Abel’s integral equation for the unknown function y[¢], with # > 0, is

!
f ylrlt = )" dt = flt] (5.352)
0
where « is a constant in the range 0 < @ < 1 and f[¢] is a known function.

a) Use the convolution theorem for Laplace transforms to obtain a formal solution for y[].

b) Evaluate y[f] given f[f] = 1 and check the result.

29. Wave equation with traveling disturbance
Consider an inhomogeneous wave equation of the form

0? 1 &?
2o

)w[x, 1] == 6[x —vr] (5.353)

fort > 0in 0 < x < oo subject to the boundary and initial conditions

Y[0,] =0, ¢[x 0] == alpgi, o _ (5.354)

Use a Laplace transform with respect to 7 to solve this equation forv < ¢,v = c¢,and v > c.
Describe and compare these scenarios.



6 Analytic Continuation
and Dispersion Relations

Abstract. If two representations of analytic functions are equivalent in the overlap-
ping regions of their domains, they represent the same function. Analytic continua-
tion provides a systematic means for extending the definition of an analytic function
into broader domains of the complex plane. Combined with physical requirements
of causality, this method can be used to relate the real and imaginary parts for func-
tions that describe the response of a physical system to an external perturbation.
We use this method to analyze the relationship between refraction and absorption in
optical media and dispersion relations for wave propagation. We also introduce the
phenomenon of solitons in systems with nonlinear dispersion.

6.1 Analytic Continuation
6.1.1 Motivation

Often one develops a representation of an analytic function f[z] in terms of a series expan-
sion or an integral that converges in a finite domain D, and would like to extend that
domain into a broader region of the complex plane. To illustrate the idea, we consider a
very simple example. The function f[z] = (1 —z)~' can be expanded about any finite z,
using a Taylor series

o0 Y
flz] = Zu 6.1)

s
o (1-z)"

that will converge in the domain D, : |z — z,| < |1 — z,|. Although we can easily derive the
series for this simple function, in a more complicated problem we might have developed
the series representation near a particular z, without knowledge of the underlying analytic
function that it represents. Thus, if we had deduced the series

Al =D % (6.2)
k=0
we could then demonstrate that f; converges to f[z] = (1 — 2)~! within the domain

D, : |z] < 1. Similarly, by considering the region around z, = i we might deduce a sec-
ond series

[ee) _ o k
JAEEDY )M 6.3)

va]
o (-7
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2.5

D, 15

D;N\D>

1.5 2

Figure 6.1. Analytic continuation using Taylor series. Here a Taylor series around z = 0 converges
in domain D, while another series around z = i converges in domain D,. The heavy dot represents a
singularity that limits the convergence radii for both domains. If these series are equal in the overlap
D, N D,, they are elements of the same analytic function in a larger domain that includes D, U D,.

and then demonstrate that f, converges to the same f[z] = (1 - 2)~! within the domain
D,:lz—1l < V2. Although these series look different, they represent the same function
within the overlap region D; N D,. We describe f, as an analytic continuation of f, from
domain D, into domain D, and identify both f; and f, as elements of the same analytic
function f[z]. Although f, and f, converge and hence are analytic only within their respec-
tive domains D, and D,, the underlying function f is analytic in a domain that is at least
as large as the union D, U D,. Therefore, the underlying analytic function is more general
than any of its representations (elements).

Generally one attempts to perform a sequence of analytic continuations which extends
the domain to the largest possible region of the complex plane, but in practice this process
is often limited by singularities or branch points. Taylor series often provide the simplest
method, where the radius of various overlapping disks is limited only by the distance to
the nearest singularity, but other methods are sometimes more efficient.

6.1.2 Uniqueness

Suppose that f|[z] and f,[z] are analytic in domains D and D,. One can show that if
D, N D, contains more than one point it contains an infinite number of points and also
constitutes a domain. Thus, the function g[z] = f;[z] — f,[z] is analytic in D, N D,. Now
suppose that g[z] = 0 on an arc or within a subdomain that lies within D, ND,. Recognizing
that the zeros of an analytic function are isolated (recall Sec. 1.12.5) unless the function
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Figure 6.2. Analytic continuation using a sequence of domains D, - D, — D; — D, that surrounds
a singularity.

vanishes identically, we conclude that g[z] = 0 throughout D, N D,, such that f,[z] = f,[z]

throughout D; N D,. Hence, any pair of functions f; and f, that are equal on an arc or

a subdomain within their common domain of analyticity D, N D, represents the same

analytic function everywhere throughout D, N D,. Therefore, a function that is analytic in

domain D is uniquely determined by its values on any arc or domain contained within D.
Reconsider the function

Al =2 (6.4)
k=0

which is analytic within |z] < 1 where it converges to f[z] = (1 — z)~'. According to the
uniqueness theorem, f[z] is the only function that is analytic in the entire complex plane,
except for z = 1, and coincides with f; in their common domain |z| < 1. Therefore, f is
the unique analytic continuation of f; into the entire complex plane.

Now suppose that we attempt to extend a function by analytic continuation from D,
into D, into Dj;, etc., carefully avoiding singularities in an attempt to cover the largest
possible region of the complex plane. A schematic set of overlapping domains is sketched
in Fig. 6.2 representing the sequence of continuations f; — f, = f3 — f,. Will f[z] ==
filzlin D, ND,? Maybe, but maybe not — the uniqueness theorem provides no guidance on
this question because there is no overlap between D; and D, or between D, and D, in the
sequence sketched. Often a singularity or branch point in the nonoverlapping region will
spoil the closure of such a sequence. Perhaps it will help to consider a specific example,
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even if it is somewhat artificial. The sequence of functions

filzl = Vre”? 0<6,<n (6.5)
folzl = Vre®”? g <0, < 37” (6.6)
flzl = Vre®”? m<6,<2n 6.7)
fulzl = Vre®? 37” <0, < 57” (6.8)

all represent branches of 4/z continued from one half-plane into another that overlaps in
one quadrant. Thus, f, is a continuation of f; into the third quadrant with f, = f| in the
second quadrant, f; continues into the fourth quadrant with f; = f, in the third, and f,
returns to the first quadrant with f, = f; in the fourth. However, even though f| and f, are
both defined in the first quadrant, they are not equal:

fylzl = =filz] inD,ND, (6.9)

Here analytic continuation fails to close because the path encloses a branch point of +/z.
Note that both D, N D, and D, N D, contain only one point, the branch point, which does
not constitute a domain.

The theorem that an analytic function is completely determined throughout its domain
of analyticity by its values on an arc appears to be extremely powerful. If physics argu-
ments require a function to be analytic, it might appear that we could construct the entire
function by measuring on such an arc, which is surely easier than measuring it every-
where in a domain. It is almost like cloning your mother from a hair follicle! However,
mathematical and physical standards of knowledge are different. To apply this theorem
we would have to make measurements that are perfectly accurate, which is not possible.
In practice, the errors in the reconstruction process would grow quickly as the distance
from the measured region increases. The larger the arc the better the convergence of the
reconstruction is likely to be, but analysis of the accuracy of such a procedure requires
considerable sophistication. Nevertheless, in many fields one can make much progress by
measuring the function over as large an arc as possible, typically as much of the real axis
as possible, and constraining the asymptotic behavior using physical principles. Thus, the
theory of analytic functions finds widespread application in nuclear, particle, condensed
matter, and other fields. A few basic examples will be studied later in this chapter.

6.1.3 Reflection Principle

Suppose that f[z] is analytic in a domain D that includes a segment of the real axis and
that f[x] is real on that segment, such that f[x] = f[x]*. Using the Cauchy—Riemann
equations, one can show that if f[z] is analytic in a domain that includes both z and z*,
then so is f[z*]*. Hence, because the two analytic functions f[z*]* and f[z] are equal on
an arc within D, they are equal throughout the portion of D that is symmetric with respect
to the real axis. This result is known as the Schwarz reflection principle.
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6.1.4 Permanence of Algebraic Form

Suppose that a function f[x] is defined on a portion of the real axis. If we then define f[z]
by replacing the real variable by a complex variable, x — z, the function f[z] uniquely
determines the analytic function that has the same values on that portion of the real axis
throughout any domain that contains it; there can be no other distinct analytic continuation
from the real axis into the complex plane. For example, if f[x] is represented by a power
series that converges on some portion of the real axis, the same series with x — z represents
an analytic function that converges in domains containing that portion of the real axis. We
implicitly used that property when deriving the Euler identity by replacing x by i in the
Taylor series for e* (recall Sec. 1.1.3). In fact, e® is the only entire function which reduces
to €* on the real axis. More generally, if f[x] and g[x] satisfy an algebraic relationship
of the form F [ flx], glx]| == O, then the analytic continuations f[z] and g[z] satisfy an
algebraic relationship F| f[z], g[z]] == 0 throughout their common domain of analyticity.
Furthermore, if F [ filzl g [z]] == ( throughout domain D,, where F is an analytic function
of its arguments, then F [ Hlzl, gz[z]] == 0 in domain D, where f, and g, are analytic
continuations of f and g, from D, into D,. This property is described as permanence of
algebraic form. Often it is simpler to prove a relationship using one representation than
another, but for analytic functions we can be confident that the same relationship applies
to all representations within their domains of analyticity.

6.1.5 Example: Gamma Function

The gamma function for positive real variables x is defined by the integral
x| = f leTdt forx>0 (6.10)
0

and reduces to the factorial I'[n] = (n — 1)! for positive integers. Note that we must restrict
the range of x to ensure convergence of this integral representation. Continuing this func-
tion into the complex plane, we attempt to define the analytic function I'[z] as

Iz = f £l dr for Relz] > 0 ©.11)
0

This definition clearly agrees with the first on the real axis, but we must prove that the
extended definition is analytic in a domain that includes the positive real axis. For this
we appeal to Morera’s theorem (Sec. 1.10.5) which states that if fﬁc flzldz = 0 for every
simple closed contour C in domain D, then f[z] is analytic in D. First, we prove that '[z]
converges absolutely by evaluating

[T[z]| = Ifm e dt
0

where ¢ is real and z = x + fy. Next we express contour integrals in the form

9§r[z] dz = gg(fom e ah)dz = fow (ggﬁ* cﬂz)e” dt=0 (6.13)

< f [*~'t7]e™" dt = |T[x +iy]| < T[x] (6.12)
0
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where absolute convergence justifies exchanging the order of integrations. Recognizing
that r*~! is analytic, the innermost integral vanishes and proves that I'[z] is analytic in the
domain Re[z] > 0.

Using integration by parts,

IMz+1]= f tfe”'dr = (e )y + zf e dr (6.14)
0 0
one easily obtains a recursion relation

[z + 1] = zl'[z] (6.15)

that can be used to continue I into the region with Re[z] < 0. First,

I = IMNz+1]

—1=<Re[z] =0, z#0,-1 (6.16)

provides a definition that now extends in the domain Re[z] = —1 excluding z = 0, 1. Then,

_Tz+2]
Tz + 1)

I'z] —2<Re[z]=-1, z#-1,-2 (6.17)
extends the domain a little further. By repeating this process indefinitely, we obtain an
analytic continuation

_Tlz+n+1]

Ilz] =
[z] TG+ K

withn < —=Re[z] <n+1 (6.18)

that extends the definition of I'[z] into the entire complex plane excluding nonpositive
integers. Although this might not be the most convenient representation, the uniqueness
theorem ensures that any analytic function that reproduces I'[z] for positive Re[z] will pro-
duce the same values in its range of analyticity as produced by the representation above,
and hence is really the same function whatever its superficial appearance might be. We
will study the gamma function in more detail later, developing a wider variety of repre-
sentations and relationships, but the present analysis suffices to demonstrate the power of
analytic continuation.

6.2 Dispersion Relations
6.2.1 Causality

Often there are physical arguments, such as causality, that justify extension of a function
of a real variable into the complex plane as an analytic function of the complex variable
whose real part is experimentally accessible. For example, the propagation of an electro-
magnetic wave through a homogeneous isotropic medium is represented by a complex
refractive index of the form 77 = n + ia where n[w] and a[w] are real functions of fre-
quency w that govern the phase velocity and absorption of the wave. These properties
depend upon the electromagnetic properties of the constituents and the collective response
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of the system to an electromagnetic field. The dependence of phase velocity upon fre-
quency is known as dispersion. Using quite general arguments based upon causality, one
argues that the combined function 7i[w] = n[w] + ia[w] is an analytic function of com-
plex frequency whose real and imaginary components reduce to the refractive index and
absorption coefficient on the physical (real) axis. The theory of analytic functions then
provides some very powerful relationships between the dispersive (refractive) properties
and the absorptive properties of the system, known as dispersion relations. Dispersion
relations were first derived by Kramers and Kronig for electromagnetic theory but have
since found widespread application in many areas of physics, including nuclear, particle,
and condensed matter physics. Rather than develop the theory of dispersion relations for
arbitrary analytic functions, we illustrate the general approach using the specific case of
electromagnetic waves in a dielectric medium.

Consider a plane wave of the form Exp[i(kx - wt)] where the wave number is given by

= e = (n+ia)" (6.19)
c c

where 7i[w] is the complex refractive index and e[w] is the dielectric permittivity. For
simplicity we will assume that the medium is nonconducting and nonmagnetic (1 = 1),
such that 2 = e. Identifying the real and imaginary parts of 7i[w] as n[w] and a[w], the
plane wave

¢ o Expli(kx — wt)| = Exp|i(nx — ct)w/c| Exp[-ax/2] = |§* o &= (6.20)

propagates with phase velocity ¢/n but is absorbed with attenuation length a~! = ¢/2wa
(reduced in intensity by the factor ¢! in distance a~'). In Gaussian units the dielectric

permittivity is related to the electric susceptibility y by
e=1+4ny (6.21)

where the polarization of the medium is related to the electric field by P = yE.
Next consider the electric displacement D[w] = e[w]E[w] for a wave packet

D[t] = L foo dwe ™ Dlw] = L fm dwe™ ™ e[w]E[w] (6.22)
27 J_o 21 J o
where
Elw] = f " dte" E[t] (6.23)

Assuming that the integrals converge and interchanging the order of integrations, we obtain

1 00 i ©0 L
D[t] - f dwe—m}te[w] f dt/euut E[t/]
2r —o0 -0

s " (6.24)
— f dtE[t - 7] f dwe ™ elw)
27T —00 —00
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where 7 =t —t’. Then substituting € —» 1 + 4my, we find

D[t] = L foo dtE[t — T](27r(5[‘r] +4r fm da)e_w)([w]) (6.25)
2 J_o —c0
or
D[t] = E[t] + foo dt E[t — 7]G[T] (6.26)

where the first term is the incident plane wave in the absence of the medium, while the
second term arises from the contribution of charges in the medium governed by a response
function of the form

Glt] = L f dw e " (elw] - 1) (6.27)
21 J_o
Physically we expect that the response of the system at time ¢ can only depend upon fields
at earlier times ¢’ < t = 7 > 0. This notion that effects must follow their causes is known
as the causality principle. Therefore, we expect G[] to vanish for 7 < 0 independent of
any specific properties of the system and can write

D[t] = E[t] + fm dtE[t — 7]G[7] (6.28)
0

Equations of this form are typical expressions of the delayed response of a linear system to
a driving force. If the damping is weak the present amplitude may be amplified by coherent
contributions from many earlier vibration periods.

We also expect that w - oo = y - 0 = € — 1 for extremely high frequencies
where the electromagnetic field oscillates too rapidly for any charged particles with inertia
to respond. Under these conditions the integral for the response function converges for real
values of w. Suppose that we allow w to be a complex variable and define

1 —iwT
Glrl = o Sé e (elw] - 1)dw (6.29)

where the contour C includes the real axis. We can close the contour for T < 0 with a great
semicircle around the upper half-plane, as sketched below, such that

1 rr
6irl =5 [ erleol - 1)do

-R
T
+iR f Exp|7R Sin[6]| Exp[ iRt Cos|6]|(e[Re"] - 1)d6  (6.30)
0
can be expressed in terms of a contribution from the real axis that approaches G[r] in

the limit R —» oo and a contribution from the great semicircle that vanishes for nega-
tive T because € is bounded and the integrand includes an exponential whose argument
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Imw

Re w

Figure 6.3. Contour for G[t < 0]. Two poles of €[w] are indicated by heavy dots. Causality confines
singularities of € to the lower half-plane such that G[r < 0] = 0.

approaches —oo. Similarly, for positive 7 we close C around the lower half-plane and again
find that G[7t] - GJt], such that

1 .
Glr] = — 56 e (elw] - 1)dw (6.31)
2 C
However, the causality principle
1 .
1<0=G[r]=0= 5> 9§e-m(e[w] -1)dw =0 (6.32)
C

requires G[7] to vanish for 7 < 0. Therefore, according to the Cauchy integral theorem, we
conclude that €[w] is analytic within the upper half of the complex w plane. Any singular-
ities, such as poles or branch cuts, are confined to the lower half-plane and are responsible
for the delayed response of the system to an external influence. The two black dots in
Fig. 6.3 represent possible poles in the lower half-plane.

The convolution formula for D[¢] can be obtained more easily using physical reason-
ing than by the derivation above. Recognizing that €[w] does not have a simple Fourier
transform because it approaches unity rather than zero for infinite frequencies, we simply
add and subtract that offset to write

Dl|w] = €lw]E|w] = E[w] + (e]lw] — 1)E[w] (6.33)

where the function (e[w] — 1) is analytic in the upper half-plane and is suitable for Fourier
transformation because it does approach zero for w — oco. Then applying the convolution
theorem to the product of Fourier transforms, we can write

D[t] = E[t] + fm dtE[t — 7]G|7] (6.34)
0
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where

Glt] = % f N dw e (e[w] — 1) (6.35)

practically by inspection.

6.2.2 Oscillator Model

Let us illustrate this argument with a toy model. Consider a particle of mass m and charge g
that is attached to an atom by a spring (linear restoring force) with natural frequency w,
and which experiences an external electric field £, e™*. We also assume that the motion
of the particle is damped, either by interactions with the surrounding medium or by its own
radiation of energy. The equation of motion for a driven damped oscillator takes the form

q

¥+ 2yk + wix = ~E e (6.36)
m
Using
‘ E
Al =xye e =y, = e (6.37)

m w(z) - 2iyw — w
the dipole moment becomes

’ E : 1
7 Jo  —mog=loe_T__ (6.38)

p‘”_ZwO—Ziyw—w E, Ewo—%’yw—w

where « is the single-particle polarizability. If we have a dilute system with N oscillators
per unit volume, such that y = Na, the dielectric permittivity becomes
2 2

a)p q

e=1+4nNa =1+ . wr=4aN1 6.39
W} = 2iyw — W? P (6.39)

m

where w,, is known as the plasma frequency. According to this oscillator model, € is an
analytic function except for two simple poles in the lower half-plane located at

(6.40)

The damping is usually rather weak, such that the pole positions and residues reduce to

wz
LT (6.41)

Y<Ky =>w, x-lyxw, R »
0

Notice that damping requires y > 0. Hence, the absence of spontaneously growing solu-
tions confines the poles to the lower half-plane and is closely related to the property of
causality in physics. The dielectric permittivity for a single mode is sketched in Fig. 6.4. If
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Figure 6.4. Dielectric permittivity for a single mode modeled as a weakly damped oscillator.

the damping is weak, absorption is confined to a narrow peak around the resonant fre-
quency w,. The refractive index is slightly greater (smaller) than unity below (above)
the peak. Normal dispersion with dn/dw > 0 occurs over most of the frequency range,
but in the immediate vicinity of the resonant frequency there is anomalous dispersion
with dn/dw < 0.

To evaluate G[7] for T > 0, we must close the contour in the lower half-plane, as shown
in Fig. 6.5, to ensure that the contribution of the great semicircle vanishes. Thus, the value
of the integral becomes —2xi times the sum of the residues, where the negative sign arises
because the contour is traversed in a negative (clockwise) sense.

1 . ) 4
Glt] = o %e““”(e[w] -Ddw =—i(R,e™*"+R_e ") fort>0 (6.42)
c

Therefore, we obtain the response

Sin[w, 7]

Glr] = wye ™" O[] (6.43)

0

where the Heaviside step function

Olr]=1 fort>0

(6.44)
Olt]=0 fort<0

enforces causality. Although this model is simplistic, it does satisfy the physical constraints
of causality and analyticity. We find that the response vanishes at 7 < 0, its initial growth is
governed by wy,, and its decay is determined by 7. If the applied field is oscillatory, then the
response of the system will be greatest when the driving frequency is close to the system’s
natural frequency and the damping is small enough that many earlier periods reinforce the
response to the current period.

More generally, if the system is composed of a single type of atom with Z electrons and
we assume these atoms have a spectrum of normal modes of vibration with frequencies w;,
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Imw

Re w

Figure 6.5. Left: G[r > 0] contour. Right: response for A = 0.2w,

the dielectric permittivity can be parametrized in the form

where the parameters f; are described as oscillator strengths. The low-frequency response
is determined by the 11m1t w < w; where

2 3 2
ReEz1+47rNe—Zf—]2 1+(ﬂ) (6.46)
me 7 wJ (Uj
2 2f.y.
Ime ~ 47N Z fJZ/J (6.47)
m, W

Hence, if all normal modes have nonvanishing frequencies, the low-frequency response of
dielectrics has the form

Ree€[w] ~ 1 + a + bw? (6.48)
]

Ime[w] ~ cw (6.49)
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where a, b, c are constants. At the other extreme, the asymptotic response to large frequen-
cies takes the form

&2 2”.7]'
(A)—)OO:)E:]—"-]TNmewzzj:fj(l—T) (650)
such that
w,\? w?
Reezl—(—p) . Ime=~2y—=% (6.51)
w w
where
) e? e?
wp = dnN - Z f; = 4nNZ (6.52)
e j e
is the plasma frequency and
_ 1
¥= Z 1y (6.53)
J

is the mean oscillator strength. These asymptotic characteristics are expected to be more
general than this semiclassical oscillator model. Therefore, the high-frequency response
of real dielectrics is often characterized by the parameters

a); = lim (w2(1 —Re e[w])) (6.54)
I
y = aljl_l;l; [Z—a)g Im e[a)]] (6.55)

The behavior of conductors is somewhat more complicated because the frequency of the
lowest mode vanishes and will be considered in the exercises.

6.2.3 Kramers—Kronig Relations

The analyticity of €[w] in the upper half of the complex w plane allows one to derive useful
relationships between the real and imaginary, or dispersive and absorptive, components of
€ on the physical (real) axis. Applying the Cauchy integral formula to e — 1, which vanishes
for large w, we write

1 -1
fw] = 1+ — 9§ doi=1 . (6.56)
21 Jo o' —w

where C is any contour in the upper half of the «’-plane that encloses w. Experimental
observations are made for real frequencies, of course, but the integrand appears to be sin-
gular for real w. Formally we evaluate the integral for real frequencies by replacing w
by w + id, where ¢ is a small positive number, and then taking the limit 6 —» 0* from the
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Imw

w
7/ Rew

Figure 6.6. Contour in w’ used to evaluate Eq. (6.56) for w on the positive real axis.

positive side. Assuming that an infinitesimal excursion into the lower half-plane encoun-
ters no singularities, we can employ a contour that makes a very small detour around the
singularity on the real axis, as sketched in Fig. 6.6. Assuming that the integrand falls suf-
ficiently rapidly at large w’ so that the contribution of the semicircle vanishes, the contour
integral can be separated into three contributions of the form

=1 w—0 -1 00 -1
56 A1 4y = tim ( f A= gy f A1 4
¢ W-w -0 \J o @ —w i W —w

2n S i6 -1 )
+ f %mwe) (6.57)
. e

where the first two terms represent the contribution of the real axis and the third is the
contribution of the small semicircle parametrized by o’ — w = 6" = dw’ = ide® db.
Together the first two terms comprise the Cauchy principal value, denoted by

o0 -1 w—0 =1 o0 -1
sof =1 o = lim (f %dw’+f E[“,’]clw’) (6.58)
o W —w -0 \J_ W -w rs W — W

while the third term has the value in(e[w] — 1). Therefore, we obtain the net result

lw] =1+ %‘wa dofi=t do’ (6.59)

/
o W —w

This method of evaluating contour integrals in the limit that a pole approaches the real
axis, appears so frequently that a mnemonic formula

lim ! y + ind[w’ — w] (6.60)

50" W —w—i0 W - w
is used to represent the limiting process. Here P is interpreted as an operator that converts
an integral along the real axis to its principal value while the second term involving a
Dirac delta function represents the contribution of the pole. Note that the contribution of a
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pole on the contour is half the contribution it would have made if it had been interior to the
contour. Another way to interpret this result is that the contribution of a pole on the contour
is the average of its contributions if it is displaced infinitesimally inward or infinitesimally
outward with respect to the region enclosed by the contour (a fence sitter that cannot quite
decide which side to fall on). Incidentally, this result does not depend upon the details of
the deformation of the contour — the same result is obtained using a semicircle around
the other side or using a different parametrization of the detour, provided that its length
vanishes in the limit § — 0 and that the coefficient of (w’ — w)~! is continuous at w.

Separating €[w’] into its real and imaginary components, we obtain the pair of equa-
tions

Ree[w] = 1 + Pf Imelo (6.61)
LL) - W

Ime[w] = —fso f Redw =1 (6.62)
(,4) - W

relating the real and imaginary components of €[w] through dispersion integrals. Relation-
ships of this general form can be derived for any function that is analytic in a half-plane
and falls sufficiently rapidly far from the origin. However, functions representing physical
quantities often have a more limited domain. Here, for example, measurements are made
only for positive frequencies. Fortunately, symmetry properties permit extension from pos-
itive w’ to the entire real axis. Recognizing that D[¢] and E[¢] are real functions, we require

Glt] = % I : dwe ™ ([w] - 1) (6.63)
to be real also, such that

Glt] = G'[1] = €[-w] = €'[w’] (6.64)
On the real axis we find

W' =w = Ree[-w] = Reelw], Ime-w]=-Ime[w] (6.65)

and with some straightforward manipulations we can express the dispersion relations in
terms of positive frequencies only. Therefore, we finally obtain the Kramers—Kronig rela-
tions in the form

w Ime[w ]

Reelw] =1+ Pf dw’ (6.66)

- W

2
Im e[w] = 7) f Ree[“’ ] - 1 do’ (6.67)

These relations between the dispersive and absorptive properties of a dielectric medium
are very general, depending only upon the very reliable assumptions of causality and iner-
tial limitations of the polarization induced by extreme frequencies. Thus, if one measures
the absorption spectrum the refractive index can be computed, or vice versa. Notice that
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refraction must be accompanied by absorption — one cannot have one without the other
without violating fundamental physics. In particle physics it is often easier to measure the
energy dependence of the total cross-section, which is directly related to the imaginary
part of the forward scattering amplitude, than it is to measure the real part of the scattering
amplitude. Hence, dispersion integrals of similar form, based upon quite general princi-
ples, provide important tools in nuclear and particle physics.

6.2.4 Sum Rules

It is useful to consider the asymptotic properties of €[w] in the limit w — oo, where the
dispersion relations take the form

2 (o) / 2
Reelw] ~1 - — o’ Ime[w’](l + O((g) )) do’ (6.68)
Tw 0 w
2 00 , % 2 W4 ,
Imefw] ~ — | Reew]-D|1+ (7) +0((f) ) dw (6.69)
mw Jo w w
Assuming that the integral converges, the asymptotic behavior of the real part becomes
w 2
Ree~ | —(—P) (6.70)
w
where the definition of the plasma frequency
w? = lim (w?(1 - Reew])) (6.71)
wW—00

is consistent with the earlier definition motivated by the oscillator model. Therefore, we
obtain a sum rule of the form

w? = %f wlmelw] dw (6.72)
T Jo

The interpretation of the asymptotic behavior of the imaginary part is trickier. The present
result suggests that its limiting form is proportional to w™', but convergence of the sum
rule for w, requires Ime[w] to decrease asymptotically more rapidly than w™!" which is
consistent with the w™> asymptotic behavior found above for the oscillator model. In fact,
using causality one can show more generally (see exercises) that for large frequencies

G// [O]

Ime ~ 3 (6.73)
o

and thus we expect to find
f (Reelw] - 1Ndw =0 (6.74)
0

and must carry one more term in the expansion of Im . Therefore, the asymptotic behavior
takes the form
W2
Ime ~ 27w—§ (6.75)
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where
_ 1 « 2
y=— (Ree[w] - Dw” dw (6.76)
7T£L)p 0

provides a second sum rule.
If we assume that the asymptotic behavior of Re € applies when w > w,_, such that

w_\2 w \*
w>wC:>Ree=1—(—p) +0((”)] (6.77)
w w,
we find
(o5 wc (4)2 (1)4
f Reelw] - Ddw = f Reelw]dw - w, + —> + 0[—13’) (6.78)
0 0 W, wy

Therefore,

- 1 w, w.\2 w \*
f (Ree[w]—l)dw:O:}»—f Ree[w]dw=1+(—p) +0((—")] (6.79)
0 w. Jo W, W,

is known as a superconvergence relation.

Sum rules play an important role in nuclear and particle physics. For some theories,
such as QCD, calculations are often so intractable that it becomes difficult to test the theory
by comparing energy-dependent predictions with experimental data. Sum rules, on the
other hand, depend only upon very general assumptions, such as causality and symmetry
properties. Therefore, provided that one can perform measurements over a large enough
range of energy to ensure convergence of the experimental integral, sum rules test the
underlying assumptions of a theory without need for detailed calculations of scattering
processes.

6.3 Hilbert Transform

The Kramers—Kronig formula is an example of a Hilbert transform. Suppose that f[z] is
analytic on the real axis and in the upper half-plane and that | f[z]| converges uniformly to
zero on the surrounding great semicircle. The Cauchy integral formula can then be used to
write

1 flsl 1 fls] . R [T fIRe"]
f[z]—msés_zds_m Ty limo |2 e (6.80)

where C consists of the real axis plus the great semicircle and z is in the interior of C.
The contribution of the great semicircle vanishes because |f[z]| - 0. Thus, separating
flz]l = Re flz] + iIm f[z] into real and imaginary components, we obtain the pair of
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equations
Re flz] = - fm Im f1sl 6.81)
2n J_oo S—X
Im f[z] = _i f Rsef E:] ds (6.82)

that relate the real component in the upper half-plane to an integral of the imaginary com-
ponent on the real axis, or vice versa.

Similarly, for a point on the real axis we deform C using an infinitesimal semicircular
detour to write

fIx] = LSE L 4
C

21 Jo s — X
P TS s i [ e+ e do
27 J_ o S — X 021 ),
R (" flRe"] (6.83)
+ lim — Teia db
R—o0 27‘[ 0 ReE —-X
A L A
21l J_oo S — X
and again discard the great semicircle to obtain
fixi =2 [ I8 g (6.84

M) o S—X

Note that the analysis is practically unchanged for functions that are analytic and decay
as z — oo in the lower half-plane instead. Separating f[x] into real and imaginary compo-
nents, we find

Re flx] = = f SISt (6.85)
) S—x
Im flx] = —§ f ) R:f ECS] ds (6.86)

Notice that these formulas differ by a factor of 2 from those above because the contribution
for a singularity on the contour is the average of contributions for nearby singularities on
either side (half in and half out). If we now consider the real and imaginary components
on the real axis to be two real functions of a real variable, we obtain the Hilbert transform
pair

(//[x]:ffmwdsc:»fb[s]:ffw@dx (6.87)
T ) S—X T ) wX—5§

One can assemble a table of Hilbert transforms by decomposing analytic functions that
decay sufficiently rapidly as z — oo into real and imaginary components on the real axis.
For example, Cos[x] and Sin[x] constitute a Hilbert transform pair because Exp[iz] is ana-
lytic and satisfies the convergence requirements in the upper half-plane. However, the real
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strength of this technique is to the analysis of experimental data where physical arguments,
such as causality, guarantee the analyticity and convergence properties such that parame-
trization of measurements for one component can be used to reconstruct the other.

6.4 Spreading of a Wave Packet

In quantum mechanics or optics one often constructs wave packets as a superposition of
plane waves such that

Ylx, t] = f B ‘j—’;&[k] Expli(kx — wt)] (6.88)

where J/[k] is the amplitude of a plane wave with wave number k and where the frequency
w = wlk] is a function of k. The limitation to one spatial dimension is made here for
simplicity only. If

Ukl = flk — k] (6.89)

exhibits a relatively narrow peak at k, it becomes useful to express the Fourier integral in
the form

* dk -,
lx, 1] = Explitkyx — wyt)] f 21—kl Expli((k — ko)x — (@ — wy)t)] (6.90)

where w, = w[k,]. The contributions from k appreciably different from k; will tend
to interfere destructively because the phase of the complex exponential varies rapidly.
Expanding the temporal frequency as

2
wlk] zw0+w1(k—k0)+w2w + - (6.91)
we can write
o0 2

Ylx, 1] ~ Explilhkyx — wyt)] [ i ‘zli;jf[x] EXp[i(K(x — w1 - %t)] (6.92)
where k = k — k. Notice that if w, = 0, one obtains

w, = 0= Ylx, 1] = flx — vt Explikox — wyt)] (6.93)
where

© dk - . ©0 )
sl = [ SRl Fl = [ dve i (6.94)

is the initial shape of the wave packet at time ¢ = 0 and where v, = w; = W'[ky] is
the group velocity at the peak of the momentum distribution. Under these conditions, the
intensity

Wl AP = |flx = vyt (6.95)

propagates as a wave with velocity v, without changing shape. Therefore, if w[k] is linear,
the propagation is described as nondispersive because the shape of the wave packet is
preserved. However, if w, # 0, the wave packet will usually spread with time.
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The phase and group velocities are related by

w dw dvp Ve kcﬂvp
vP:E’ Vg=%:>\/g=vp+k%:>g=l+g% (696)

which for a narrow spectral distribution should be evaluated near the peak, k,. From optics
we describe situations where dv,/ dk < 0 = v, < v, as normal dispersion and dv,/ dk >
0=v,>v,as anomalous dispersion.

g
Consider a Gaussian wave packet of the form

2,2
Flx] = (4n02)" Exp [—ﬂ] (6.97)
2
2
Flx] = (ro2) " Exp [—%rz] (6.98)
normalized according to
00 (o] d -
f dx|f1x]|” = f 2—K|f[/<]|2=1 (6.99)
oo e 2

such that
Ulx, 11 = (470)" Exp[i(kyx - wyt)]

f 2 Exp _(o? +iw)e Lk — w0 (6.100)
oo 2T 2

Completing the square, we obtain a wave packet of similar form

o\ 174 . 2
E kox — wyt —wt
Wlx, 1] = (O-) )q)[zl(q—xw [_(xza)l)] (6.101)
b/ (07 + iw,t) 2(0" + iw,t)
except that the width
o — o +iw,t (6.102)
becomes time dependent and complex. Using
1 1-i t
= withr=2 (6.103)
o +iwyt o (1+717) o
the intensity profile takes the form
Wix 1F = (ro(1 + ) Ex [—M] (6.104)
s T+ '
or
-1/2 2
1\2 —wt
Wix, o = (710'2(1 + (“’—22) )) Exp —(x—‘”')z (6.105)
v 1+ (44
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Figure 6.7. Spreading of a Gaussian wave packet.

Therefore, we find that a Gaussian wave packet remains Gaussian in shape but that its
width increases with time according to

Wit 2 172
o — 0'(1 +(—22) ) (6.106)
(oa

The spreading of the intensity profile for a typical wave packet is shown in Fig. 6.7.

It is important to recognize that the width increases much more rapidly for a narrow
than for a broad wave packet. A brief pulse contains a broad spectrum of frequencies, but
high frequencies propagate more rapidly than low frequencies in a medium with normal
dispersion (w, > 0). Thus, the high-frequency components race ahead of the lower fre-
quencies and broaden the pulse. This effect can be seen by examining the real and imag-
inary components separately, as shown in Figs. 6.8 and 6.9. Notice that the two figures
have different spatial scales — the pulse in Fig. 6.8 is initially twice as wide as the pulse
in Fig. 6.9, but after some time the latter is much wider than the former. It should also be
obvious that the higher frequencies dominate the leading side while the lower frequencies
dominate the trailing side of the pulse. We chose a ratio v,/v, = 0.5 between group and
phase velocities that is typical of light in a plastic scintillator or voltage in a coaxial cable.
Our choice of dispersive coefficient, w,, was somewhat arbitrary, but it is clear that narrow
signals can be distorted quite rapidly by dispersive media.

The relationship w = w[k] between frequency and wave number is often called a dis-
persion relation because it governs the spreading of wave packets. A linear relation is
nondispersive, but nonlinear components of the dispersion relation generally produce dis-
persion of the wave packet because Fourier components with different frequencies prop-
agate with different phase velocities. However, the shapes of nongaussian wave packets
may change with time in more complicated ways. Furthermore, in nonlinear media there
are sometimes special profiles, called solitons, for which the distribution of Fourier ampli-
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Figure 6.8. Spreading of the real and imaginary contributions to the intensity of a relatively broad
wave packet.

Figure 6.9. Spreading of the real and imaginary contributions to the intensity of a relatively narrow
wave packet.

tudes f[«] is matched to w([k] such that the wave packet actually retains its initial shape as
it propagates.



6.5 Solitons 213

1.5

1

0.5

VIV

0

-0.5

-2 -1 0 1 2
¢/bm

Figure 6.10. A potential that exhibits spontaneous symmetry breaking.

6.5 Solitons

Consider a classical field ¢ = ¢[x, t] that satisfies a one-dimensional wave equation of the
form

P ¢ oV

oc—t 2P o 6.107

or? x> ) ( )
where o and 7 are inertial and stiffness constants and where

V[g] = —-1A¢* + 1Bg* (6.108)

with positive constants A and B is a potential that exhibits a spontaneously broken sym-
metry. Almost by inspection we recognize that V[¢] has a local maximum at ¢ = 0 and
symmetric minima at ¢ = ++/A/B with depth —A?/4B. Thus, it is useful to express V[¢]
in the form

_AT A _ AN EA)
== == o) (2) 6109

which is plotted in Fig. 6.10. Although the potential is symmetric with respect to ¢, the
equilibrium state with ¢ = 0 is unstable and is not the ground state. There are two stable
ground states at ¢ = *¢, that do not share the symmetry of the potential — at low temper-
ature the system will be found near either the positive or the negative state and this choice
violates the symmetry of the equation of motion. The situation in which the ground state
does not share the symmetry of the dynamical equations is described as a spontaneously
broken symmetry. For example, the dynamics of a ferromagnet are rotationally symmetric,
but in the ground state the constituent magnetic moments are aligned in some arbitrary
direction that violates rotational invariance.

In this section we demonstrate that, in addition to familiar wave solutions for small-
amplitude oscillations about either of the minima, this highly dispersive nonlinear differen-
tial equation also possesses propagating soliton solutions that induce transitions between
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the stable states. We do not attempt to develop general methods for finding such solutions,
which are beyond the scope of this course, but will be content to discuss the general prop-
erties of stipulated solutions in order to gain some appreciation for the phenomena. Models
of this type find widespread application in condensed matter and particle physics.

It is useful to define the intrinsic wave speed in the absence of V as ¢ = vt/ and to
divide out ¢,, to obtain a wave equation for = ¢/¢,, that takes the form

:72 - 7 =By - W3) (6.110)

where B = 4V, /1¢2 = A/7. First we demonstrate that there exist approximate solutions
of the form

Ylx, t] = £1 + a Sin[kx — wt + 9] (6.111)

with @ < 1 that represent small-amplitude oscillations of ¥ around one of the potential
minima. Substituting the trial solution and expanding to lowest order in @, we find

C

2
- (w_2 - kz)a Sin[kx — wt + 8] == B(—2a Sin[kx — wt + 5] +---) (6.112)

Therefore, we obtain a highly nonlinear dispersion relation of the form
W’ = Ak +2pB) (6.113)

with phase velocity

w 28 24
vP:;:c\/l_'_ﬁ:C\/l—‘rE (6114)

that is independent of the oscillation amplitude. Note, however, that because the equation
is nonlinear the accuracy of the solution does depend upon amplitude — the smaller the
amplitude the more accurate the solution. Also notice that the phase velocity for long
wavelengths is increased dramatically by the harmonic part of the potential. The left side
of Fig. 6.11 shows the phase velocity where k, = V2A/T.

Next, we demonstrate that there exist exact solutions of the form

Ylx, t] = ¢, Tanh[£(x + v1)] (6.115)
for suitable choices of ¥, £, and v. Using

2 Tanh
& bz = — TE]

sl 6.116
d-z Cosh[z]? ( )

direct substitution gives

_ V2| Tanh[EGe £ vl _ 4 3
1 2) Comblee 2o f ~ P TanhlEr & vo) =y Tanbl (e )T

6.117)

e

C
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Figure 6.11. Dispersion relations for Eq. (6.110). Left: small-amplitude waves. Right: soliton solu-
tions.
or
v? B 2 _2Q; 2
=2 =1- 2_52(C0Sh[§(x + )] — Yy Sinh[£(x = vH)]7) (6.118)

The space and time dependencies of the right-hand side can be eliminated by choos-
ing ¢, = =1, such that

v=c /1—2%2 (6.119)

where we choose the positive root because the trial solution already includes the propaga-
tion direction. A soliton of this form propagates without changing shape, but the amplitude
is not arbitrary and the speed depends upon the slope parameter €. Unlike small-amplitude
waves which propagate with v > ¢, large-amplitude solitons propagate with velocity v < c.
The dependence of the propagation velocity upon the slope parameter is a form of disper-
sion, but unlike a familiar wave the amplitude of the soliton is not arbitrary because the
equation is nonlinear.

A snapshot of the soliton that propagates in the positive x-direction is sketched in
Fig. 6.12. The soliton is a propagating disturbance that switches the local field from one
stable state to the other as it passes and is often described as a kink. The distance over
which the transition occurs is characterized by A = &7, the inverse of the slope of the kink
at the origin. Thus, we can express the phase velocity in the form

(6.120)

where A, = V2Bt/A? is a characteristic distance. The smaller the distance over which
the transition occurs the stronger the kink and the greater its speed. Very strong kinks
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Figure 6.12. A soliton solution to Eq. (6.110).

with A — 0 approach the asymptotic speed ¢ while weak kinks with A — A, propagate very
slowly. In fact, the existence of this type of solution with real v requires

A<dy =B <282 = ¢>VA/21 (6.121)

The soliton velocity is also shown in Fig. 6.11.

Solitons are commonly found in systems described by nonlinear equations; in fact,
linear equations are often just an approximation for small amplitudes. However, if the
compensation between dispersion and nonlinearity needed for solitons to propagate with-
out changing shape were too delicate, it could be destroyed by external disturbances or by
imperfections or impurities in real systems. In fact, stability is crucial to the observation
of solitons, which otherwise would be little more than mathematical curiosities. Although
it is beyond the scope of this course, one can often demonstrate explicitly that solitons are
stable with respect to perturbations and propagate over long distances with little distortion
even under nonideal circumstances. When analytical techniques fail, numerical simula-
tions can be used to show that suitable initial profiles evolve into one or more solitons
which then propagate stably.
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Problems for Chapter 6

1. Analytic continuation of simple functions

The following functions are defined by definite integrals which converge in domain D.
For each, specify the original domain D, construct an analytic continuation into the largest
possible region of the complex plane, and specify the analytic domain for the parent func-

tions.
2) flz) = f ¢ Sinfe] di 6.122)
0
b) fn[z]zf e @ dr  for integer n = 0. (6.123)
0

2. Euler transformation
Suppose that f[z] is represented as an alternating series of the form

flal = ) (-)'a,2" (6.124)
n=0

that converges for |z] < R. In this problem we explore a procedure for analytic continua-
tion that uses differencing of coefficients to rearrange a power series in order to obtain a
representation that converges more rapidly and in a larger domain. Additional variations
of this method are omitted for the sake of brevity.

a) Show that

(I+2)flzl =ay+z Z(—)"éa,,z” (6.125)
n=0

where éa, = a, — a,,,. Continuing this process, show that

n+l-

(1 +2)flz] = a + {6a, + 2 ) (-)'6%a,2" (6.126)
n=0
where
< m m—1
=T = 12
¢ =z Ma, = 060" "a,) (6.127)

and obtain thereby a series expansion for g[{] = (1+2)f[z]. Find an explicit expression
for 0"a,,.

b) To demonstrate the usefulness of the Euler transformation, demonstrate that the Euler
series for g[{] converges much more rapidly near { ~ % than does the Taylor series
for f[z] = Log[l + z] near z ~ 1. In fact, show that g[{] converges for Re[z] > —%

independent of Im[z], which is a much larger region than for the original Taylor series.
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3. High-frequency response
The temporal response of a dielectric medium to an applied electric field was expressed in
the form

DIl = Elr] + f " deElr - 1IGI7] 6.128)
Glr] = — f " dwe (o] - 1) (6.129)
2 J_o

Express €[w] in terms of a Fourier transform and perform a Taylor series of G[] applicable
for T - 0*. Note that this is a somewhat unusual series because G[7] = 0 for T < 0, so
that derivatives at 7 = 0 are understood as limits for 7 —» 0. How is the high-frequency
behavior of e[w] related to the time dependence of G? Compare your results with those of
the semiclassical oscillator model.

4. Absorption band

Suppose that a material absorbs electromagnetic radiation only in the band w; < w < w,.
For simplicity assume that Im € = 7 is constant within, and vanishes outside, the absorption
band. Use the Kramers—Kronig model to evaluate Re e. Sketch this function and compare
with the single-mode model.

5. Subtracted dispersion relations

If f[z] does not vanish as z - oo, or does not diminish rapidly enough to ensure good
convergence of the dispersion integrals, one can apply the technique to the function z~! f[z]
instead. More generally, dispersion relations for a function of the form g[z] = (f [z] -
f [xo])/ (z — x,) will converge more rapidly than for f[z] itself, especially if an optimum
choice of x,, is made. Derive dispersion relations for g[x], assuming that g[z] is analytic in
the upper half-plane and vanishes on a great semicircle, using a contour with detours on
the real axis around both x and x,,. Then deduce the dispersion relations for f[x].

6. Hilbert transforms
Given

v[x]:—ff ulsl yoo 1 . (6.130)
T J o S—X 1+x

determine u[x] and construct the corresponding analytic function f[z] = u[x, y] + iv[x, y].
Then verify that f[z] satisfies the necessary requirements for {u, v} to constitute a Hilbert
transform pair. Note that u[x] = u[x, 0] and v[x] = v[x, 0].

7. Dispersion of a Gaussian wave function
Suppose that at time # = 0 an electron is represented by a wave packet of the form

Ul

1/4
) 7

Ulk] = (4noy) " Exp |- (6.131)

where k, and o, are constants. Assume that the velocity is nonrelativistic, such that the
kinetic energy is given by & = fiw = (#ik)>/2m.
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a) Evaluate the wave function in space and show that it is normalized properly.
b) Find expressions for the phase and group velocities.

c) Evaluate the time dependencies for the mean position, X, and root-mean-square (rms)
width, o, where

xX[t] = (lx, tllxlyLx, 1]) = f Ex, (W, tlx dx (6.132)
o?[t] = (Ylx 11| = B |ylx, 1]) = f W [x, 1Wlx, £](x — X)% dx (6.133)

d) Suppose that an electron with 10 keV kinetic energy is initially confined to o;, = 1 A,
about the size of an atom. How much time is required for appreciable spreading of the
wave packet? How far does it travel in that time? How much time does it take for the
wave function to become broader than a typical laboratory?

8. Plane electromagnetic waves in conducting media
One can show that electromagnetic waves satisfy a wave equation of the form

2
(V2 S ——)E (6.134)

when the permittivity €, permeability i, and conductivity o are constant. The electric field
for a plane wave with frequency w is the real part of

E[#,1] = E Exp [lz (% P wt)] (6.135)

a) Separate the wave number k = (n + iy)w/c into real and imaginary parts. Discuss the
dependence of n and y upon frequency for both low and high conductivity.

b) The electric and magnetic fields are related by

VXE=--2" (6.136)

Evaluate and discuss the dependencies of the relative magnitude and phase of the
magnetic and electric fields for plane waves upon frequency.

9. Signal transmission in coaxial cable
A coaxial transmission line consists of two concentric cylindrical conductors separated by

a dielectric. The voltage and current changes across a length Az of the inner conductor are
described by

AV ol

— =—-RI - L— 6.137
Az ot ( )
Al ov

— =-GV -C— 6.138
Az ot ( )

where R, L, and C are the resistance, inductance, and capacitance per unit length and G
is the conductance per unit length for leakage current between the conductors. R, L, G
usually vary relatively slowly with frequency.
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a) Show that both the voltage and the current satisfy decoupled equations of the form

1 & o? 0 \%
PR — —_— ()’ == .1
(vﬁ o> 97 +a6t * )(I) 0 (6.139)

Determine the phase velocity for an ideal lossless cable with R - 0, G —» 0. Under
what conditions do signals propagate without dispersion?

b) Using plane-wave solutions of the form V|[z, t] o Exp[i(kz — wt)], evaluate the dis-
persion relation k[w] = « + iy and determine the frequency dependencies of the wave
number, «, and attenuation coefficient, y. Also determine the phase velocity. Discuss
the limiting cases of

@) an ideal lossless cable,
(ii))  high frequencies, and
(iii)) G- 0.
c) Express the characteristic impedance Z = V /I for sinusoidal solutions in terms of the

parameters (R, L, C, G) and the frequency w. Determine the phase difference between
the voltage and the current for high frequencies.

d) A logic pulse
VI0,t] =V, Olt] - V,0O[t - T] (6.140)

is injected at z = 0 and propagates on the cable for z > 0. Produce a Fourier represen-
tation for the wave form at later times; however, do not waste much time attempting
to evaluate the integral, which is very difficult.

10. Landau damping
One can show that longitudinal density waves in plasma described by n[x, t] = n, Exp[u’(kx—
wt)] satisfy a dispersion relation of the form

2 0o
(i) ::f of/ov_ 4, (6.141)
w o V—W/k

p

where w,, = nye?/eym is the plasma frequency, ny, is the average electron density, m is the

electron mass, and

T

2
FIv] = 2md) V2 Exp [_; (Vv) } (6.142)

is the Maxwell velocity distribution expressed in terms of the characteristic thermal veloc-
ity v = +/kgT/m. Treat the wave number k as a real variable and w[k] as a complex-valued
function of k to be obtained as a solution to this integral equation. Assume that w, > kvy.

a) Notice that the integrand would have a pole on the integration path if w were real, but
w may actually be complex. Alternatively, we can assume that the pole is practically
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upon the real axis and use a semicircular detour to avoid it. Show that the dispersion
relation takes the form

2 ) ,
(i) —p S dviﬂﬂf’[%] (6.143)

w, o V= w/k

depending upon the choice of detour and provide a physical criterion for selection of
the proper sign.

b) Approximate the principal-value integral using the assumptions w ~ w, and w, >
kvy.

¢) Find an approximate solution for w[k]. Which contour deformation is required?

11. Faster than light?
Suppose that a one-dimensional electromagnetic wave is described by

Ulx 1] = f Ao o Exp [ﬂ(n[w]x - ct)] (6.144)
oo 2T c

where n[w] is the complex refractive index and that

Ylx>0,1<0]=0 (6.145)

Thus, the spectral amplitude is given by
Jlw] = f dnyl0, t] Expliwt] (6.146)
0

where the frequency w is real. It is useful to extend ¥/[w] — ¥[z] into the complex plane.
On physical grounds we expect n[w] — 1 for very large frequencies and we assume that
n[z] is analytic in the upper half-plane with n[z] — 1 when |z] —» oco. Evaluate the signal
Ylx, t] for x > ct. Many systems have frequency bands where the phase velocity exceeds
light speed because n[w] < 1; how does that situation affect the result?

12. KdV equation
Water waves on the surface of a shallow channel satisfy the Korteweg—deVries equation
o Py
i dza taog = 0 (6.147)
where the variables have been scaled conveniently and where certain approximations that
are needed for the derivation remain implicit. This equation nicely illustrates how a suit-
able balance between dispersion and nonlinearity can produce a soliton.

a) Suppose that the amplitude is sufficiently small to omit the nonlinear term, such that

0P o

- i gy 6.148

ot ta x> ( )
Show that there exist solutions of the form

olx, t] = f&ﬁ[k] Expli(kx — wt)] dk (6.149)

and deduce w(k] for this linear approximation.
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b) Next, suppose that « is small, such that
a0 g (6.150)

Show that there exist traveling waves of the form n[x, ] = n[x — v¢] where v depends
upon the amplitude . Describe qualitatively the time development of 1 given that
nlx, 0] initially has a bell shape. You will not be able to construct a familiar single-
valued function, but this method does provide an algorithm suitable for numerical
evaluation.

c) Next, show that if we assume a traveling wave solution of the form ¥[x, ] = Y[x —v¢],
the KdV equation can be integrated once. Evaluate the constant of integration when
Ylx, t] = 0fort - +co.

d) Finally, show that there exist solitons of the form
Wlx, 1] = A Sech[B(x — vt)] (6.151)

for suitable choices of A and B. Provide a physical description of this solution.

13. Sine-Gordon equation
The sine—Gordon equation

8y lx, O*Y[x, :

arises in models of systems with periodic potentials. In this form all variables are dimen-
sionless.

a) Deduce the potential V[y] for which the inhomogeneous term is given by —oV /9.
Identify the stable and unstable equilibrium states of the field. Show that there exist
position-independent solutions that describe small-amplitude oscillations about a sta-
ble equilibrium state of the field.

b) Construct approximate solutions that describe traveling waves of small-amplitude
oscillations about the stable states and deduce the corresponding dispersion relation.

¢) Show that there exist soliton solutions of the form

X —vt

Y, = 2nm + 4ArcTan [Exp[i ” (6.153)
V1-y?

Sketch and provide a physical interpretation of these solitons. (It is sufficient to verify

the solutions by substitution and to use MATHEMATICA® or equivalent software to per-

form the algebra.)



7 Sturm-Liouville Theory

Abstract. The Sturm-Liouville operator with suitable boundary conditions provides
a self-adjoint system with real eigenvalues and a complete set of orthogonal eigen-
functions. We explore the general properties of such systems and their role in con-
structing Green functions for physical systems. Perturbative and variational methods
are also introduced.

7.1 Introduction: The General String Equation

The displacement P[x, 7] of a finite, but not necessarily uniform, string can be described
by a Lagrangian of the form

b
L= f Ldx (7.1)
where the Lagrangian density £ takes the form
L=T-V (7.2)
0Y\?
T = %o-[x](a) = Lo [x]¥? (7.3)
_1 oF\? 2 _ 1 21 2 4
V = 57lx] o + 3k[x]¥ = ST[x]¥L + Sk[x]¥ (7.4)

Here o is the linear mass density, 7 is the tension, and « is the stiffness parameter for an
additional linear restoring force that might be produced by the coupling of the string to
another system. It is useful to define generalized velocities

v v
=y =
oo’ T Ox

- (1.5)
based upon the generalized coordinate . The equation of motion is determined by mini-
mizing the action, whereby

2 2 b oL oL oL
61: Ldt == 0= \[tl‘ Cﬂtja‘ Lﬂx(aq]é‘l’ + 87\111‘6‘{’[ + a\llx(s\yx) =0 (76)

where the endpoints in both space and time are held constant, as are coupling functions o,
7, k. Substituting

00Y 0¥
p =20 sy =8
0¥, o’ %, Ox

Graduate Mathematical Physics. James J. Kelly
Copyright © 2006 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-40637-9

(7.7)
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into
"2 booL oL oL
d dx| —o¥ + —o¥, + —o¥
.[I tfa x( v T ow T v )
OL 0oY 0L oY
fdtf tov o T ov. o ) 79
and using the boundary conditions
x=ab or t=t,t,=>0¥=0 (7.9)

to integrate by parts, we find

99L 0oL
5[ rLar=0 d 0L _00L 00L\sy 7.10
ftl ' :>f tf axp a1 0%, 3x8‘l’x) (7.10)

This equation must be satisfied for independent variations 6%, which then requires that
the coefficient of ¥ vanishes anywhere in the spacetime interior. Thus, the continuum
Euler-Lagrange equations take the form

00L 00L 0L

008,002 0= 11
aov T axav. v ° .11

Therefore, using

oL
6_‘I’ = —K[x]‘P (7]2)
oL
an, = o[x]¥, (7.13)
0L
5E = —[x]P, (7.14)

we finally obtain the general string equation

0

6‘1’) 0*Y
ox

(T[x] ) O'[X]W —k[x]¥ =0 (7.15)

The normal modes of vibration can be analyzed by hypothesizing the sinusoidal time
dependence

W[x, 1] = ¥[x] Exp[—iwt] (7.16)

such that

( e ]) + Pl - Kxlylx] = (7.17)
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represents the spatial dependence. In addition, one must impose boundary conditions on
the normal modes. For example, if the string is clamped at both ends one would require

clamped = y[a] == Y[b] = (7.18)

while if the string were free at either end we would require the derivative to vanish there
instead. In general, nontrivial solutions that are consistent simultaneously with two sepa-
rate boundary conditions are possible only for particular characteristic values of the fre-
quency. These characteristic frequencies, w,, are called eigenvalues and the corresponding
spatial functions, ¢, are called eigenfunctions or normal modes. Thus, the nonuniform
string is described by an eigenvalue problem of the form

d d
%(T[x]%[x]) — kx|, [x] + wﬁa[x]lpn[x] =0 (7.19)

This equation reduces to the familiar case of a vibrating string in the special case of
constant 7, constant o, and vanishing «, such that

d2
xl -7, olxl-o0, «x]->0= aﬂ” =Ky, (7.20)
b
where
w, > k,.c, = i (7.21)
o

Finally, if a string of length / is clamped at both ends, the eigenvalues are simply k, = nn/I
where n is an integer. The solutions

2 . nx
Y0l =ylll =0 = ¢, [x] = \/;SIH[T] (7.22)
form a complete orthonormal set with
1
f v, lxly, [xldx =6, , (7.23)
0
and can be used to represent the spatial dependence of any piecewise continuous function
o0 !
=Y au,lx = a, = f U, [x1f1x] dx (7.24)
n=1 0

as a Fourier sine series. These familiar and useful properties can be generalized to the
nonuniform string, with suitable modifications to accommodate variations of tension or
density. (Note: the term orthonormal means orthogonal and normalized.)
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The general string equation is one example of a Sturm—Liouville eigenvalue problem.
Let
d d d dy|x]
D=— — - = DY = — — |- 7.25
Pl T = glx] = Dy = - (plxd =) - ety (7.25)
represent a linear differential operator based upon the coefficient functions p[x] and g[x].
Based upon the mechanical problem discussed above, we could describe p[x] as a force
density and ¢g[x] as an inertial density. An eigenvalue equation for a system with weight or
metric function w[x] that is analogous to the mass density then takes the form

D+ 1o =0 = L ( dylx

I P[X]W) = qlx]ylx] + Awx]y[x] = (7.26)

where one expects nontrivial solutions, i, for discrete eigenvalues, A — A, when suitable

n’

boundary conditions are applied for a finite interval. Many physics problems can be rep-
resented in this manner. Therefore, in this chapter we shall study the general properties of
one-dimensional Sturm-Liouville systems and the application of eigenvalue expansions to
the solution of inhomogeneous equations of the general form

(D + wx] == f[x] (7.27)

The chapter on boundary-value problems will later apply these techniques to problems
in two or three spatial dimensions using separable coordinate systems. After separation
of variables one generally obtains Sturm-Liouville systems for each spatial dependence
and these systems are connected by means of separation constants that depend upon the
eigenvalues for the other equations.

7.2 Hilbert Spaces

In the broadest sense a Hilbert space is any infinite-dimensional linear vector space with an
inner product. An abstract linear vector space S is a set of elements (vectors) with addition
and multiplication operations that satisfy the following properties.

1. closure under addition: Vf,ge S,h=f+ge S

2. commutativity of addition: f + g=g+ f

3. associativity of addition: f+ (g+h) =(f+g) +h

4. existence of additive identity: 30 € S> f+0=f

5. closure under multiplication by scalar: Vf € S,af € S
6. commutativity of multiplication by scalar: a(8f) = (afB)f
7. distributive law: a(f + g) = af + ag

8. associative law: (@ + B)f = af +Bf
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9. existence of multiplicative identity: 31 € S3 1f = f.

10. existence of additive inverse: Vf € Sdge S>> f+g=0.
The inner product (f | g) for a real Hilbert space must satisfy:
LAflg =&l

2.(flg+hy={fle+{fIh)

3. (f | f) = 0 with equality iff f =0,

while for a complex Hilbert space we require:

LA{flg =Ll

2.(flg+h={flg+{fIh)

3. (f | f) = 0 with equality iff f = 0.

A linear Hermitian operator L acting upon the elements f, g € S is defined by the
requirements

g=Lf=geS (7.28)
Llaf+Bg =alf +PLg (7.29)
(f1Lyy =@l LH =(Lf g (7.30)

where a and 3 are arbitrary constants. The complex conjugation properties are often com-
bined in the statement

L=z (7.31)

where LT is the Hermitian adjoint of £. For an ordinary vector space, £ is a square matrix
and LT is the complex conjugate of its transpose; hence, a Hermitian matrix is identical to
its Hermitian adjoint and is described as self-adjoint. The notation

L'=L= L= (f1Ld=(f1LIg (7.32)

expresses the fact that a Hermitian £ can act to the right or its adjoint £ can act to the left
without changing the value of the matrix element.
Two elements of S are described as orthogonal when their inner product

fle={flg=0 (7.33)

vanishes. It is often useful to generalize the notion of orthogonality to include a metric
function w, where in a conventional vector space w is a positive-definite diagonal matrix,
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meaning a diagonal matrix whose elements are real, positive, and nonzero. A matrix of
this type is clearly self-adjoint, such that

Flwlg=Elwlflew=w (7.34)

satisfies the complex conjugate property required for the inner product of a Hilbert space.
Thus, two elements are described as orthogonal with respect to w when

fle=<(flwlg=0 (7.35)

This notion of orthogonality with respect to a metric function will prove useful in more
general Hilbert spaces also.

For the purposes of this chapter we define a particular type of Hilbert space consisting
of functions of a single real variable that are smooth and continuous on a finite interval
a < x < b and satisfy boundary conditions of the form

B.f=8,f (7.36)

where

are linear differential operators evaluated at the endpoints of the domain. Hence, we require
the elements f[x] € S to possess at least n continuous derivatives in the interior of the
domain. We will refer to real Hilbert spaces with boundary conditions of this type as
Sturm—Liouville spaces and complex Hilbert spaces of this type as Hermitian spaces. The
simplest boundary conditions can be further classified as

Dirichlet: f[a] == f[b] == (7.38)
Neumann: f'[a] == f'[b] =0 (7.39)
periodic:  fla] == f[b], f'[a] = f'[b] (7.40)

More generally, boundary conditions with 8f == 0 are described as homogeneous.
Similarly, we define the inner product for a real function space as

b
(f|g>=f flxlglxldx =<g 1 f) (7.41)

while for a complex function space we define

b
Flg = f Firleb dx = g1 £ (7.42)

Notice that these definitions implicitly impose another constraint on S — the existence of
an inner product requires the elements of S to be square integrable. Two elements of S are
described as orthogonal with respect to the metric function or weight wix] when

flg=<(fIlwlg=0 (7.43)

where w[x] = 0 is real and nonnegative within the domain of S. In fact, we generally
assume that w[x] is free of interior zeros. Usually the requirement of square integrability
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is less demanding with than without the metric function. When using a nontrivial metric
function, we often refer to the matrix element

b
Flwlg = f Flelelxwlixl dx = g 1w f) (7.44)
for real or
b
Flwlg = f FIelewixl dx = (g 1w f)° (7.45)

for complex functions as the inner product, leaving the phrase “with respect to w”” under-
stood. For the general string equation where w[x] is the mass density o [x], we interpret the
combination o[x] dx = dm as the mass of a differential element of string. The product of
two functions f[x] and g[x] is naturally weighted by the mass dm carried by an infinitesi-
mal length dx.

A linear differential operator D of order n is defined by

D- Zdj[x](%)j (7.46)
a

where each d ; [x] is a fixed function of x that is independent of the element of S to which it
is applied. We assume that the functions d;[x] are finite and continuous within the domain
of S. A differential operator is self-adjoint in a Sturm-Liouville space when

b b
f SIx)(DglxD) dx = f gxXIDfxDdx = (f1D1g =& DI f) (7.47)

or in a Hermitian space when

b b *
f J x)(Dglx]) dx = (f g*[X](Df[X])JX) = (fI1DIg=gIDIf) (748)

such that O can be shifted from one side to the other without changing the value of the
matrix element.

7.2.1 Schwartz Inequality

The Schwartz inequality

KFIwl g <(Flwlfglwlg (7.49)

where equality pertains iff f = g should be familiar from linear algebra and applies to any
Hilbert space, but we review the derivation to be sure. The theorem is obviously true for
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the trivial case in which either vector is null, so we assume that neither is. Let 4 = af + bg
where a, b are arbitrary scalars, such that

h=af +bg=(hlwlh)y=aa(fIwl|f)+ab(fIwlg+abglwlf)
+b'b{glwlg =0 (7.50)
If we choose
a=glwlg) = GIwlg{fIwlH+bfIwlgy+b{glwl|f)+bb=0 (751)
and then choose
b=—(flwlg = GIwlg{fIwlf)=(lwlfXfIwlg =0 (7.52)

we obtain the Schwartz inequality.

7.2.2 Gram-Schmidt Orthogonalization

Suppose that we possess a set of m linearly independent but possibly nonorthogonal vec-
tors {u pJ= 1, m} and wish to construct orthogonal linear combinations

m

¢, = Z a; u; (7.53)
j=1
such that
itj=(¢1wle;)=0 (7.54)

A simple procedure constructs the set {¢;} one at a time, subtracting off the projections
upon previous vectors. Choose

¢, = u, (7.55)

and then assign

@ wlw)
¢ =ty @, 1wl ¢1>¢1 (7.56)
such that
_ _ (uy [wil U,) _
(D, 1wl = lwluy 7<ullw|ul>(ullw|ul)—0 (7.57)
Continuing in this manner
(@) | wluy) (@ I wlug)
-y — 7.58
ST T e T 0 Tw i) 739
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ensures
_ _<u1|W|u3> _<¢2|W|M3>
<¢1|W|¢3>—<”1|W|'43> <¢1|W|¢1><¢1|W|¢1> <¢2|W|¢2><¢1|W|¢2>
=0
(7.59)
_  Cuy Iwlug) (I wluy)
(B lwldy) =<y | wluy) 7<¢1|W|¢1><¢2|W|¢1> 7<¢2|W|¢2><¢2|W|¢2)
=0
(7.60)

This procedure can now be repeated enough times to produce m independent orthogonal
vectors of the form

S I w gy
br=uy, By = Ui - Z W¢j (7.61)

J=1

Usually we prefer an orthonormal basis, where the vectors are both mutually orthogonal
and normalized, such that

¢, = e 1wl )"e, (7.62)

where ¢, are real phases which may be chosen at our convenience.

7.2.2.1 Example: Legendre Polynomials

Suppose that we wish to construct a set of polynomials ¢,[x] on the interval (-1, 1) that
are orthogonal with respect to the inner product

1
fle= f] flx]glx]dx (7.63)

We can start with a nonorthogonal basis u, = x" with n = 0 and apply the Gram—Schmidt
orthogonalization procedure

¢()= I, <¢0|¢0>=2 (7.64)
1 ! ! 2
¢1=x—§g°:;1;¢0=x—§fltdt=x, (¢1|¢1>=f1t2dt=§ (7.65)
0 0 - -
1 1
R o S
0 0 1 1 - -

to generate as many terms as our patience permits. Obviously, this is a job for a machine.

Table[LegendreP[n, x], {n, 0, 5}]

>

1 3x%> 3x b5x® 3 15x*> 35x* 15x 35x% 63x°
L,x, o+ —,——+—, - —+ — -+t —
2 2 2 2 8 4 8 8 4 8

The Legendre polynomials are normally defined using the conventional normalization
P[1]=1.
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7.3 Properties of Sturm-Liouville Systems
7.3.1 Self-Adjointness

An important example of a self-adjoint operator is the Sturm—Liouville operator

d d 4 / 4
L= (p[x]%) — qlx] & LfIx] = plxlf”[x] + p[x]f[x] - glx] f[x] (7.67)
where p[x] and g[x] are real functions and where we can assume, without loss of generality,
that p[x] is nonnegative. Suppose that f[x] and g[x] are two piecewise smooth functions
that both satisfy specific boundary conditions at x = g, b but are otherwise arbitrary. Such
an operator is self-adjoint whenever these boundary conditions ensure that

b b * d b d %\ b
f f[x]*Lg[x]dx=( f g[x]*zf[x]dx) <=>(f*pd—§) =(gp CZ; ) (7.68)

(This result is obtained by integrating both sides by parts.) Thus, we require boundary
conditions which will ensure

plLoI(f1bI"g'[b] - glb)f'[b]") = plal(flal*g'a] - glalf’[a]") (7.69)

for any f, ¢ € S. Boundary conditions which ensure that a differential operator is self-
adjoint are sometimes described as self-adjoint boundary conditions.

First, consider a regular Sturm—Liouville system for which p[x] is strictly positive
throughout the interval, having no interior zeros and being nonzero at both endpoints.
Perhaps the simplest boundary conditions with this property are the Dirichlet conditions
flal = f[b] == 0. Also simple are the Neumann conditions f'[a] == f’[b] == 0. More
generally, one can show that any linear conditions of the form

B.f =y flal +a,f'la] =0 (7.70)
B,f =By f1b] + B, f'[b] = (7.71)

where a; and 8; are fixed real constants (independent of f), will suffice to ensure that
L is self-adjoint. Such conditions are described as unmixed because each equation only
involves values at one endpoint and as homogeneous because 8, f == B, f = 0. A bound-
ary condition that involves both a value and a derivative at the same point is described as
intermediate (between Dirichlet and Neumann). When p[a] = p[b], the periodic boundary
conditions

flal = fIbl.  f'lal = f'[b] (7.72)

will also produce a self-adjoint system. Periodic boundary conditions compare values at
the two endpoints and may be described as mixed. Sometimes it is possible to employ more
complicated mixed boundary conditions, but we will not.

Next, suppose that p[x] vanishes at one or both of the endpoints. At first glance it might
appear that one need not impose boundary conditions upon the elements of S, but since
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L usually arises in connection with a differential equation of the form
Lf[x]+ Awlx] f[x] = (7.73)

we must recognize that a zero of p[x] is a singular point of the differential equation and
that conditions, such as finiteness, will be needed to handle the singularities. If p[x] were
to display interior roots, we would have to have to apply Sturm-Liouville methods to the
intervening regions separately and hope that some method could be devised to bridge the
singular points. However, space does not permit a more general exploration of irregular
Sturm—Liouville problems.

Similar methods can often be used to demonstrate that an operator is self-adjoint on an
infinite domain, either 0 < x < co or —co < x < co. Under these conditions one usually
needs p - 0 as x — =+oco and the appropriate boundary conditions require the solution to
remain finite in order to ensure that the integrated terms vanish and that the operator is
self-adjoint. Similarly, one can extend many of the properties developed here to operators
that satisfy

*

b b
f FIA@g AV = ( f g*[?](Df[?])dV) (7.74)

in two or more dimensions. The integrated terms encountered in the demonstration that the
inner product is self-adjoint with respect to suitable boundary conditions are then described
as surface terms. If the surface terms must vanish for any pair of functions (f, g) that satisfy
the boundary conditions, then D is self-adjoint with respect to those boundary conditions.

The Sturm-Liouville operator is just one example, albeit an important one, of a self-
adjoint operator. A Sturm—Liouville system is defined by its operator, £, or equivalently
its coefficient functions p[x] and ¢g[x], its boundary conditions 8, and $B,, and its weight
function w[x]. Many of the important special functions in physics originate in Sturm—
Liouville systems.

7.3.2 Reality of Eigenvalues and Orthogonality of Eigenfunctions

An eigenvalue problem is defined by
Du[x] + A,wlx]u[x] =0 (7.75)

where O is a self-adjoint operator and u; € S satisfies self-adjoint boundary conditions
at the endpoints of (a, ). Generally one can satisfy both boundary conditions simultane-
ously only for very particular values of A;, called characteristic values or eigenvalues. The
corresponding solution u; is then called a characteristic function or a normal mode or an
eigenfunction. Consider two eigenfunctions satisfying

Du,[x] + Awlx]u,[x] = 0 = uj[x]*l)ui[x] == —Aiw[x]uj[x]*ui[x] (7.76)
Z)uj[x] + /\jw[x]uj[x] =0= ui[x]*Z)uj[x] == —/ljw[x]ui[x]*uj[x] (7.77)



234 7 Sturm—Liouville Theory

such that

b b
f uj[x]*Dui[x] dx — (f ui[x]*Duj[x] clx)

b b
=—/1if uj[x]*ui[x]W[x] clx+(hjf ui[x]*uj[x]w[x] clx)

*

*

b
= ()Lj - Ai)f uj[x]*ui[x]w[x] dx (7.78)

where the left-hand side vanishes for any self-adjoint 9 and where we use the fact that the
weight w is real. Thus, recognizing that the normalization integral

b
(P, lwlg,)= f wx]"u[x]w[x] dx = 0 (7.79)

is positive-definite for any nontrivial (i.e., nonzero) eigenfunction, we find that the eigen-
values must be real, such that

i=j=L=\2=21¢eR (7.80)

Furthermore, if A; # 7Lj the integral on the right-hand side must vanish, such that

b
A # /\j = (uj [wlu)=0= f uj[x]*ui[x]w[x] dx (7.81)

Therefore, eigenfunctions with different eigenvalues are orthogonal with respect to the
weight function. On the other hand, if there are m linearly independent eigenfunctions
with the same eigenvalue, which is described as m-fold degenerate, it is possible to form m
independent linear combinations of the form

m

¢i[-x] = Z a,‘,juj[x] (7.82)

j=1

that are mutually orthogonal (with respect to w), such that
i#j=(p;lwle¢;)=0 (7.83)

using the Gram—Schmidt orthogonalization procedure. The eigenvalues can then be obtain-
ed from

_ & 1Dl¢y

' @ 1wl

where it is not necessary to normalize the eigenfunctions. On the other hand, it is always
possible and usually more convenient to construct an orthonormal basis satisfying

(7.84)

Dy;[x] + Aw[x]p;[x] =0, {p; Iwl 90]‘> = 6,‘,]‘ (7.85)

Note that it is sometimes convenient to distinguish between the orthonormal set {¢;} and
more primitive sets {¢;} before normalization and {u,;} before orthogonalization within
degenerate subspaces.
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7.3.3 Discreteness of Eigenvalues

One can also show that the set of eigenvalues {A;} is infinite, bounded from below, and
has at most one accumulation point at co. Thus, one can arrange the eigenvalues in an
increasing sequence A, < A; < A, --- where we omit duplicated values. Often some of the
eigenvalues will be duplicated several times; a value that is repeated m times is described
as m-fold degenerate and then corresponds to m linearly independent eigenfunctions. We
normally assume that the Gram—Schmidt orthogonalization procedure has been used to
construct m linearly independent, mutually orthogonal eigenvectors for each degenerate
eigenvalue. Degeneracies often result from a symmetry, such as reflection or rotational
Ssymmetry.

7.3.4 Completeness of Eigenfunctions

Suppose that /[x] is an arbitrary piecewise smooth function in (a, b) with a finite number
of discontinuities and that it satisfies the boundary conditions imposed upon a self-adjoint
operator D. Let {¢, } represent the orthonormal eigenfunctions of £, such that

Do, +A,wp, =0 (7.86)
b
(@, lwle,) = f elxl", [xIwlxl dx = 6, , (7.87)

where w[x] is the weight function for this system. We can then expand

Ylxl = " a,,[x] (7.88)

b
an=<<Pn|W|l//>=f e, xI"Ylx]wlx] dx (7.89)

to any desired degree of accuracy. More rigorously, we define the mean-square error in a
truncated expansion with N terms as

b
s [

One can show that the mean-square error approaches zero as the number of terms increases,
such that

2
wlx] dx (7.90)

N
vlxl = > a,0,[x]
n=1

13/im Ay =0 (7.91)

This condition is described as convergence in the mean and is less restrictive than uniform
convergence, but it suffices for practically any application in physics. Indeed, we cannot
expect uniform convergence if i has a discontinuity; the error in the eigenfunction expan-
sion at a discontinuity is sometimes called the Gibb’s phenomenon. Note that uniform
convergence can be established for analytic functions ¢ by comparison with a Laurent
series and expansion of ¢, in power series.
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Next consider the eigenfunction expansion of a delta function

Slx—¢1= ) a,p,lx] (7.92)
b
a, = f @ [xT6lx — Elwlx] dx = wlElg, [€]° (7.93)
whereby
Slx =€ = ) @ lxlwléle, [€]° (7.94)

Given that the weight function w[x] is positive-definite within the relevant interval, this is
sometimes written in the more symmetric form

olx-¢&] = Z @, [x]y wixlw[€]e, [€]" (7.95)

This somewhat peculiar expansion represents the completeness of the eigenfunction expan-
sion. If we take a sufficiently large number of terms, the oscillations of ¢, [x] and ¢,[£]
delicately conspire, with the aid of the density function w[x], to assemble a good approx-
imation to a delta function that vanishes everywhere except at the single point x = £ but
still has unit area. Thus, any function

b
st = [ ot-eiftelae (1.96)
represented as a convolution over a delta function can be expanded as
b
flad = f 3 6, WInEl, €1 FIE1dE = ) a,,1x] (7.97)
where
b
a, ={p, 1wl f)= f e el flEIwlE] dé (7.98)

Notice that these properties apply to any self-adjoint operator — nowhere did we use the
specific Sturm-Liouville form. Therefore, any self-adjoint operator D has real eigenvalues
and a complete orthonormal set of eigenfunctions.

7.3.4.1 Example: Fourier Series

The Fourier series is represented by

JZ
L=5 wld=1, ¢l0]=glL] (7.99)
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such that

2
(L+A,wyp, = 0= ¢ [x] = L2 Explik x], A =k, k = % (7.100)

n

where n is an integer. The orthonormality and completeness relations take the form

L
(@, 1 @) = % f Expli(k,, — k,)x]dx =¢,,, (7.101)
0
1 0
Ole=€1= 7 > Explik,(x~£)] (7.102)

Thus, an arbitrary piecewise smooth function f[x] satisfying periodic boundary conditions,
f10] = , can be represented by the discrete Fourier series

fx] = \/7 Za Explik, x] (7.103)
1 b
= I f Exp[—ik,x]f[x] dx (7.104)

7.3.5 Parseval’s Theorem

Suppose that
Yl = ) a,,[x] (7.105)
’ b
a,={p, lwly) = f @, X" Ulxlwlx] dx (7.106)

is expanded in a complete orthonormal set of eigenfunctions. The normalization of ¥ is
given by

Wlwly) = f Ylx]"ylxlwlx] dx = f Z aa @, [X]"p, [x]w[x] dx (7.107)
such that
Wiwlyy =Y la,l = > WiwleXe, wlv) (7.108)

represents a generalization of Parseval’s theorem for Fourier series to general Hermitian
systems.
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7.3.6 Reality of Eigenfunctions

Although the coefficient functions for the Sturm-Liouville operator are real, one should
not assume that the eigenfunctions are necessarily real. For example, the complex func-
tions

2
o [x] = L2 Bxplik x], k, = ? (7.109)
are eigenfunctions of
d2
(W + kﬁ)san[x] =0, ¢[0]=¢[L] (7.110)

even though the eigenvalue equation is real. On the other hand, the conjugate functions
@,[x]" are also solutions to the same equation

d2
(W + kﬁ)%[x]* =0, ¢[0]" = ¢[L]" (7.111)

with the same eigenvalues. The linearity of the equation permits one to form the real com-
binations

_ eulxl + o,

u,[x] 5 =L Coslk,x],
] — o [ (7.112)
v ] = Eot” Enltl 2.90” = L2 Sin[k x|
i
that also satisfy the same equations
dZ
(ﬁ + k,zl)un[x] =0, u,[0]=u,L] (7.113)
dZ
(—2 + kﬁ)vn[x] =0, v,[0]=v,[L] (7.114)
dx

with the same eigenvalues. Therefore, we may construct real orthogonal eigenfunctions for
any self-adjoint differential operator with real coefficients. This property is often helpful
in analyzing Sturm-Liouville systems.

7.37 Interleaving of Zeros
Consider two real eigenfunctions satisfying
L [x] + A wlxly, [x] =0 =
wz[x](d% (P L) = gL 1) = =2, el [l ]
Ly, [x] + L,wx]y,[x] =0 =
wl[x](d% (PLx]g,[x]) - q[x]wz[x]) = —A,wlxly, [x], [x]

(7.115)

(7.116)
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where A; # A,. Subtract these equations and integrate from a to x, such that

dy, 1] d%m) )

=Yy lrlplr]

(l/fz[t]p[t] A =2 f U, [ty [t1wle] dt (7.117)

Self-adjoint boundary conditions ensure that the lower limit of integration does not con-
tribute to the left-hand side, such that

¢’1 [x] (// [x ]ddlz[x]

P[X](wz[ l—— ) =(A; - M)f Uolely [rlwlr] di (7.118)

Suppose that we choose £ to be a zero of ¢/, such that

¢
plEW, &1 (€] = (A, — /M)f Yo lt1, [tlwle] dt (7.119)

Both p and w are positive in (a, b). Further suppose that ¢ is the root of ¢, which is nearest
to the lower endpoint a and that we choose the sign of i, to be positive for a < x < &,
such that /1 [¢] < 0. The sign of the left-hand side is then opposite to the sign of U,l€]. IF
A, > A, there must be a sign change in ¢,[x] for a < x < £ in order to obtain a negative
value for the integral on the right-hand side. Therefore, larger eigenvalues produce stronger
oscillations and a smaller spacing between roots of the corresponding eigenfunctions.

This argument can be extended by integrating in the subinterval (x|, x,) between two
consecutive roots of i, such that

(4alr1pir WLy, r1pin 2] ) -, -1 f e il de (7.120)
Integrating the original eigenvalue equatii)n overa subintlerval gives

LYlx] + Awlxylx] = 0 = (p[t]dz—y])f = fx‘xz(lW[l] —qlthylr] de (7.121)
It is useful to define -

g\ lx] = Aw[x] — g[x] (7.122)
such that

( []M)j = fxxz g\ltlylr] dt (7.123)

1 1

Suppose that x; and x, are two consecutive roots of . If g,[x] > 0 in (x/, x,), the slope
increases in the interval such that /[x] has an approximately exponential behavior. On
the other hand, if g,[x] < 0 in (x}, x,), the slope decreases, and ¢[x] has an oscillatory
behavior.

2

Aw[x ]>q[x]=><éj—w>>0 (7.124)
2

Awlx] < glx] = <;’j lﬂ> <0 (7.125)
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7.3.7.1 Example: Fourier Series
The differential operator

dZ

L f10] = fln] == (7.126)

is self-adjoint and the eigenvalue equation has solutions
(L+2A)u,[x] =0= u, = Sin[nx], A, = n? (7.127)

which satisfy the orthonormality condition

(u, | u,) = f Sin[nx] Sin[mx] dx = g&n,m (7.128)
0

The roots are obviously interleaved.

7.3.8 Comparison Theorems

Suppose that u#[x] and v[x] satisfy
d d
(%P[X]% + & [XJ)M[X] = (7.129)
d d
(%p[x]% + gz[x])v[x] =0 (7.130)

where p[x] > 0 and g,[x] < g,[x] in the interval ¢ < x < b. One can then show that there
is at least one root of v[x] between any two roots of u[x] in this interval, such that v[x]
oscillates more rapidly than u[x]. To prove this result, known as Sturm’s first comparison
theorem, we argue by contradiction. First observe that

d ’ /
%(p(uv—uv )) =uv(g, — &) (7.131)
Next, suppose that x, , are two successive zeros of u[x] such that @ < x; < x, < b.
Integration of the preceding equation between the roots of u gives

(p(u’v - uv’))z = f ’ uv(g, — g,)dx (7.132)

1
or

X
ple ' [ vl = plx Ju' [ x| = f uv(g, — ) dx (7.133)
X
If v does not have a root within this interval, we may assume without loss of generality
that it is positive throughout the interval. Similarly, we may also assume that u is positive
between its roots because the differential equations are linear and we are free to multiply
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solutions by a constant that will achieve the desired sign. Thus, the right-hand side is
nonnegative because g, = g, in this interval and vanishes if and only if g, = g, over the
entire interval. However, the assumption that u is positive between roots at x, , requires
that «’[x,] < 0 and u’[x,] > O, such that the left-hand side is negative. Therefore, the
assumption that v[x] does not change sign in this interval leads to a contradiction and we
can conclude that v[x] must have at least one root in the interval x;, < x < x,. More
generally, Picone’s modification states that if

d d

(bl + g Jul] = 0 (7134
d d

(5Pl + ol ot =0 (7.139)

where 0 < p, < p, and g, < g, ina < x < b, then Sturm’s first comparison theorem still
applies.

Recognizing that the Sturm-Liouville eigenvalue equation can be expressed in the
form

d d
(5Pl + el plx) =0 (7.136)

where g[x] = Aw[x] — g[x] with w[x] > 0, we immediately see that increasing A makes the
solution y[x] more oscillatory. Suppose that y[x] satisfies

d d
(g Pba 5, + el = qlalpla =0, ylal = (7.137)
and that u[x] satisfies
d d
(%pmax% + Awmin - qmax)u[x] =0, ula]l=0 (7.138)

where the weight functions are replaced by their maximum or minimum values within the
interval a < x < b, as indicated. The solutions for u are simply sine functions with period

P
Tmax = 27T A,W T

(7.139)
min — Dmax

and, according to Picone’s modification, there is at least one root of y between successive
roots of u. However, because the period 7, . decreases as the eigenvalue A increases, it is
clear that the spacing between roots of y decreases as A — oco. The maximum separation
between zeros of y is 7, .. /2. By applying a similar analysis to

d d
(%pmin% + /\Wmax - Qmin) vx] =0, v[a]=0 (7.140)

we find that the minimum separation between zeros of y is given by 7. /2 where

min

T . =2g | Pmin (7.141)

min
AWmax ~ 9min
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Therefore, if x,, is the n-th zero of y it must be found in the interval

n Ap+ <x,—a<nm /\ij (7.142)
Whax ~ 9min Wiiin ~ 9max

The interval we found for x, can be used to deduce bounds upon the corresponding
eigenvalue. Suppose that the boundary conditions require y[a] == y[b] == 0 and let x, — b
and A » A, > 0. Simple manipulations then provide the bracketing conditions

1 nr \? 1 it \2
((b _ a) Drmin T qmin) <A, < — ((—b — a) Prmax T qmax) (7.143)

Whax Whin

Although the numerical factors may be different, similar brackets can be deduced for more
general boundary conditions and often provide useful bounds when exact eigenvalues are
difficult to obtain or when very precise results are not needed. Such bounds can also pro-
vide limits and starting conditions for numerical methods of computing eigenvalues. Fur-
thermore, for large n one finds

2 2
7 > co s Pmin (r”_”a) <), < Pmax ( b”_”a) (7.144)

Wnax Wmin
and concludes that A, scales with n? for large n. This scaling is a general property of
Sturm-Liouville systems that is independent of the specific boundary conditions. Notice
that the spacing between eigenvalues cannot be made infinitesimal unless the interval is
infinite. Thus, the spectrum of eigenvalues might be continuous for an infinite interval,
but is discrete for a finite interval. Nevertheless, the eigenvalues increase without limit,
eventually scaling with n%. The lowest eigenvalue has the smallest number of nodes within
a < x < b that is consistent with the boundary conditions and increasing n increases the
number of nodes. Therefore, one can index the eigenfunctions according to the number
of nodes. When several eigenvalues are degenerate, a second index might be required to

distinguish between orthogonal eigenfunctions with the same number of nodes.

7.4 Green Functions

We have already seen that Green functions provide a powerful method for solving linear
inhomogeneous equations in which the output of a system can be expressed as a con-
volution of the input with its response to a point source. Many physical systems can be
represented in terms of self-adjoint operators. Therefore, it will often be useful to develop
representations of the Green function in terms of the eigenfunctions for self-adjoint sys-
tems. In this section we develop a couple of these methods.

7.4.1 Interface Matching
Suppose that

d d
L= %(p[x]%) — glx] (7.145)
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with suitable boundary conditions is a Sturm-Liouville operator that is self-adjoint with
respect to the density function w[x] on the interval a < x < b. We seek a Green func-
tion G, [x, £] that satisfies

(L+Ww[x])G)[x, €] = 0[x - ¢] =

(d%(p[x]d%) gl + /lw[x])Gh[x, £) = 6lx - €]

(7.146)

with the same boundary conditions. The subscript acknowledges the parametric depen-
dence of the Green function upon A. We expect G, [x, £] to be continuous in value, but the
delta function produces a discontinuity in slope. The magnitude of this discontinuity is
determined by integrating the differential equation across the interface

brd d
fa (de (p[x]de) —glxl + /\w[x])G}L[x, fldr=1 (7.147)
such that
lsi_fgp[f](Gi[f +e&l-GllE-e¢D) =1 (7.148)

where p, ¢, and w are continuous. These conditions can be expressed more compactly as

1
AG)[x, €] ==0, AG[x &] = e (7.149)

where A represents the change across the interface.
Further, suppose that we possess two independent solutions to the simpler homoge-
neous problems

(L + wlxy,[x] =0, B,y,I[x]=0 (7.150)
(L + AwlxDy,[x] =0, B,y,[x] =0 (7.151)

with a common parameter A such that the Wronskian

Wi x] =y [xly,[x] = v, [x]y) [x] (7.152)

is nonzero throughout the region a < x < b. Notice that these solutions do not need to
satisfy both boundary conditions simultaneously; y, satisfies the lower and y, the upper
boundary condition. The equation for the Green function is also homogeneous in the
two separate regions x < £ and x > £. Thus, we seek a Green function with piecewise-
continuous representation

x <& = G)lx &l = Al¢ly,[] (7.153)
x> &= G)[x, &] = Bl¢ly,lx] (7.154)
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that automatically satisfies both boundary conditions. The coefficients are determined by
applying the matching conditions

AG,[x, &1 = 0 = B[¢]y, [£] — Alély,[€]1==0 (7.155)
1 1

A ’ —— / —A 4 [ — 1

G [x €] JEl = B[&]y,[€] - Al€ly,[€ ] (7.156)
at the interface, such that
ypl¢] Val€]

Al = ———, B[{]=—"—— 7.157
E1= e P e (7157

Therefore, we finally obtain the Green function in the form

Valx 1y, [x. ]
PIEIW, €]

where x_ is the smaller and x. is the larger of x and . One can show that the product
pl&EIW, [€] is actually independent of & for Sturm-Liouville systems; that exercise is left to
the reader. It is then clear that a Sturm—Liouville Green function satisfies the reciprocity
condition

G,lx &] = (7.158)

G lx, €] = Gy (€, +] (7.159)

showing that the effect of a point source at £ on the response at x is the same as the effect
of a point source at x on the response at &.
The solution to a more general inhomogeneous problem of the form

(L + wxDy[x] == wix]f[x] (7.160)

with the same boundary conditions can now be expressed in the convolution form

b
l//[X]=f G, lx, E1f1€Iwl€] dE (7.161)

where it is not necessary to include a solution to the homogeneous equation because the
Green function incorporates the boundary conditions automatically in its very construc-
tion. If we divide the convolution into lower and upper regions, the convolution integral
takes the form

X b
Ylial = (LW, [ (y,,[x] [ vaistemigrde 4y [ ylanniemia aff)
(7.162)
where pW, can be extracted because it is constant.

This method fails if W, [£] = 0. A Wronskian vanishes when two solutions are not lin-
early independent. Suppose that y, and y, satisfy the boundary conditions at both endpoints
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simultaneously. Under those circumstances, A = A, actually represents one the eigenvalues
of the Sturm-Liouville problem represented by

(L+AwxDg,[x] =0, Bg,[x] =0 (7.163)

and the Green function G, does not exist. We will return to this problem again later.
Similarly, the method also “fails if plx] = 0 within the interval. The roots of p[x] are
singular points for the underlying differential equation. Hence, Sturm—Liouville methods
are generally limited to the intervals between singular points and it can be difficult to
connect adjacent intervals. Although special care may also be needed if p[x] vanishes at
one or both of the endpoints, we will assume that p[x] is nonzero in the interior.

7.4.1.1 Example: Vibrating String

The Green function for a vibrating string clamped at both ends satisfies

dZ
(W + kz)Gk[x, £l =0lx—£], Gl &l =Gl & =0 (7.164)

Rather than apply the general formula, let us apply the method of interface matching
directly. On the two sides of the interface we write

x <& = Gi[x, &] = aSin[kx] (7.165)
x> & = G[x, &] = bSin[k(x - )] (7.166)

and identify the discontinuity in first derivative as

im(G{[¢ + &, - Gyl - £.6]) = 1 (7.167)

to form the equations
== b Sin[k(¢ — 1)] — a Sin[k€] (7.168)
1 == k(b Cos[k(& — )] — a Cos[k€]) (7.169)

Thus, we obtain
Sin[kx] Sin[k(¢ —1)]

x<&=Gx €] = % Sin[kl] (7.170)
Sin[k€] Sin[k(x — 1]
Glx ¢l = : 7.171
x> &= Gylx €] % Sin[T] ( )
These expressions can be combined into the more compact form
Sin[kx_] Sin[k(x, -1
Glx €] = nlkr) Sinlkx, — D) (7.172)

k Sin[k/]

where x_ is the smaller and x, is the larger of x and £. The solution to the more general
inhomogeneous problem

d2
(W + kz)lﬁ[X] = flx],  ¢l0] =ylI] == (7.173)
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now takes the form

1 X J/
Uil = —(Sin[k(x—z)] fo Sin[ké] fI€] dé + Sinfkx] f Sin[k( — D]/[€] df)

k Sin[k/]
(7.174)
Notice that the Green function does not exist when
k- ? = Sin[kl] =0 (7.175)

for integer n. Thus, the Green function does not exist when k = k,, is one of the eigenvalues
of the homogeneous problem.
The present solution does, of course, agree with the general formula. Identifying

p=1, ¢g=0, w=0, A=k (7.176)
and
v, = Sin[kx]
v, = Sin[k(x — /)] = W, [x] = k(Sin[kx] Cos[k(x — )] — Sin[k(x — /)] Cos[kx])
= k Sin[k/]
(7.177)

we would have written

G,lx €] = Valx 1yplx. ] _ Sin[k)c<]S.in[k(x> -] (7.178)
pIEIW,I€] k Sin[k7]

without being the wiser for it. Once the method is familiar, one can usually apply it rather
quickly and in so doing may notice important special features of a particular problem —
it is usually better to apply the method to each problem rather than simply plug into the
formula.

It is instructive to examine the evolution of G, as k increases. Figures 7.1-7.4 display
G, [x, &] for several values of k midway between adjacent eigenvalues. The cusp along the
x == ¢ diagonal is responsible for the characteristic £G == §[x — €] behavior that defines a
Green’s function and is clearly evident for small k. In fact, in that limit we obtain

-1

k= 0= G,[x&] > % (7.179)
However, as k increases, oscillations off the main diagonal become important also.
7.4.2 Eigenfunction Expansion of Green Function
Suppose that

d d
-4 I 1
£= 4 () - gt (7.180)

with suitable boundary conditions is self-adjoint with respect to the weight function w[x]
on the interval @ < x < b and let € represent a source point within that interval. The
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Figure 7.1. G,[x, £] for the vibrating string with k
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Figure 7.2. G, [x, £] for the vibrating string with k

response of a Sturm-Liouville system to a point source is described by a Green func-

tion G, [x, &] that satisfies the differential equation

Sx — &] =

(L + Aw[x)G,[x €]

[x]G}[x, £]) + (Awlx] — g[xDG, [x, £] = 6[x - £]

ﬂ(
dx P
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Figure 7.3. G [x, &] for the vibrating string with k = 57/2 and / = 1 (arbitrary units).

Figure 7.4. G,[x, £] for the vibrating string with k = 7n/2 and / = 1 (arbitrary units).

with the same self-adjoint boundary conditions. Here A is treated as a fixed parameter. Let
{¢,[x]} represent a complete orthonormal set of eigenfunctions that satisfy

(L+A,wlxDe,[x] =0 (7.183)

b
p,Iwle,)=9,, < f e, [xI"g, [xIwlx]dx =6, , (7.184)
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subject to appropriate boundary conditions. If we substitute an eigenfunction expansion of
the Green function

G\lx 1= c,p,lx] (7.185)

n

into its defining differential equation, we obtain

D" e L+ Wwlxlyg, [x] = 0lx — £] (7.186)

n

This can be simplified considerably by using the Sturm-Liouville equation for ¢,[x] to
write

Z (A= A )wixle, [x] = 6[x — £] (7.187)

n

Provided that A does not coincide with any of the eigenvalues {A,}, we can isolate the
coefficient ¢,, by multiplying both sides by ¢, [x]* and integrating over the interval (a, b)
to obtain

b
f e, = 1,)¢, [x]g, xIwlxldx = @, €] (7.188)
such that
_pulél”
A+A, =c, = —/\_Am (7.189)

Therefore, the Green function takes the form

[xlg, ]

N# A, = G, [x&] = Z"""A i (7.190)

where eigenfunctions ¢, with A, near A tend to contribute most strongly. As a sanity check,
we apply the operator £ + Aw to both sides

son[f]

(L +wlx])G,[x, &] = (L + Awlx])e, [x]

2 [é‘]*
=) 2 (-2
Yy, O Al 7 191)
= > wixle, Ixlg, [€]°

=6[x-¢]

and recover the completeness relation expressed as an eigenfunction expansion of the delta
function.

Notice that the reciprocity condition, G, [x, £] = G, [, x], is apparent in this represen-
tation also. It is sometimes convenient to include a symmetric function of (x, &) related
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to the weight function on the right-hand side of the equation for the Green function. For
example, in spherical coordinates one might employ 6[r — £]/r€ on the right-hand side.
Other times it is useful to include normalization factors, such as —4rx for electrostatics. As
always, it is better to learn the method and to apply it to each particular problem rather
than to employ the general formulas derived here.

Now consider the more general situation in which ¥[x] satisfies an inhomogeneous
equation of the form

(L + w[xDy[x] = wlx] f[x] (7.192)

where the boundary conditions for ¢[x] make £ self-adjoint with respect to w[x] on the
interval (a, b). It is useful to expand both f and ¢ in terms of the eigenfunctions {¢,} of L
according to

b
fd = fpdd = f, = (o, 1wl f) = f o, Ixl" fIxwlx] dx (7.193)
b
Ulx] = Z V,e,xl = v, = (e, [wly) = f @, [xI"WxIw[x] dx (7.194)
such that
D UL+ vl [x] = wix] ) £, [x] (7.195)

Use of the eigenfunction equation then gives

Lo, [x] = =A,wlxle,[x] = >0, = L, wixlg, [x] = wix] ) f,,[x] (7.196)

and we project the expansion coefficient ¢, by multiplying both sides by ¢,,[x]* and inte-
grating over (a, b) to obtain

1 b
VEL ==y, ), b b dre= o l-WALﬁ 1 f”an

n

(7.197)

where the coefficient of ¢, should be recognized as the overlap (inner product) of the
driving term f[x] with the normal mode ¢,,. This result can be represented in the form of a
convolution integral

b b
A# L, = Yhx] = f Gyl E1f1€wlé] dE = Z ;0"_[);] f ¢l f1EIwlEl dE

(7.198)

where G,[x, £] describes the response at x produced by a source at £. Notice that it is
not necessary to add a solution to the homogeneous equation because the Green function
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already incorporates the boundary conditions. To verify this solution, we simply apply the
operator (L + Aw) to both sides

b
(£ + WlxDylx] = f (£ + WG, [, £ fIEIWIE] dé
“ (7.199)

b
_ f 5lx — E1fIEWIE] dE = fIxlwlx]

and recover the original equation. Therefore, the Green function G, [x, £] offers a simple
and insightful solution to practically any inhomogeneous equation of this kind provided
that A is not one of the eigenvalues of L.

More care is needed when A does match one of the eigenvalues because the Green
function does not exist under those circumstances. If A is close to one of the eigenvalues,
such that A ~ A, the eigenfunction expansion can be approximated by a single dominant
term

A=A, = Yx] = 1 f’”l @, [x] + B[x] (7.200)

m
that diverges as A — A, and a smooth background contribution. In fact, for fixed x it is
useful to think of ¥ as a function of A. The eigenvalues of £ then correspond to the poles
of ¢ with residues f, ¢, [x]. Often these poles represent resonances or normal modes of
the dynamical system and the coeflicients f, represent the coupling of the driving term to
those resonances; in other words, f, measures the strength with which the driving term can
excite mode n. The nonresonant background

Az/lm:>B[x]=ZA]z'

n¥m M

L $ul] (7.201)

represents the contributions from all other more distant resonances and is usually much
weaker. The response of the system is very strong near its resonances unless the driving
term is orthogonal to the normal mode, such that f, = 0. Thus,if A = A, and f,, = 0, we
can write a formal solution

A=2,, (@, | ) =0=ylx] =c,p,[x] + Z %%[x] (7.202)

ntm M n
where c,, is an arbitrary constant. However, solutions of this type are inherently unstable
and probably not very useful because we cannot determine c,, or keep it constant — any
perturbation of the physical system or any numerical error in the mathematical computa-
tion, no matter how small, would permit an uncontrollably large contamination by ¢, [x].
A small perturbation 6 f yields a small but finite overlap €

f— f+6f, Ammzw—>¢+%¢m[x] (7.203)

where

b
emzf @, [xI"0 flxIw[x] dx (7.204)
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The values of €,, or A, often exhibit small but random fluctuations in time, leading to large
unstable fluctuations of the output when A is nearly resonant. Alternatively, numerical
methods may amplify round-off errors when A is near an eigenvalue. Therefore, although
the eigenfunction expansion of the Green function provides a valuable formal solution,
considerable care must be exercised near any of the eigenvalues.

7.4.3 Example: Vibrating String

The Green function for a vibrating string clamped at both ends satisfies

2

d
(F + A)G[x, El=06x—-¢€], G[0,é]=G[,£]1==0 (7.205)
by
The eigenfunctions for the corresponding homogeneous equation
JZ
(—2 + A,,)son[x] =0, ,l01=¢,1=0 (7.206)
dx
are
2 . nmw
@,lx] =/ 7 Sin[k,x], k, = T (7.207)

with eigenvalues A, = k2. Thus, the eigenfunction expansion of the Green function takes
the form
 Calxle,[E] 2 i Sin[k,x] Sin[k,£]

Gk [-x’ é:] = - k2 _ k2

7.208
A=A, ! ( )

n=0

It is not immediately obvious that this result is consistent with our earlier findings using
interface matching, Eq. (7.172). To demonstrate equivalence, we perform an eigenfunction
expansion of the previous result. It is convenient to factor out the normalization factors,
such that

e

/
Glx, &] = %Zc Sin[k,x] with ¢, = f Sin[k, x]G,[x, £] dx (7.209)

n=1 0

The integrals can be evaluated by hand using various trigonometric identities in a tedious
but straightforward manner, with a result

Sin[k (£ -1)]
k Sin[k /]
Sin[k €]

k Sin[k 7]

Simpli fy[#, n € Integers]&

Integrate [Sin [n_’nx] Sin[k x], {x, 0, §}] +
Integrate [Sin [nl—"x] Sinlk (x- N1, {x, €, r}] /
128in [22£]

-n?7% +k%1?
that agrees with the present result. (Don’t try this at home!)
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7.5 Perturbation Theory

Often one wishes to investigate the effect of a small change in the dynamics or one can
divide a differential operator into a solvable part and a small correction or perturbation.
Suppose that

L=1L,+eL, (7.210)

where £, represents a dominant and solvable part while £, represents a correction scaled
by the small parameter e. Let {9} represent a complete set of eigenfunctions for £,
satisfying

(L, + /\(O)w[x])gofo) =0 (7.211)
@9 1wy = (7.212)

and let {¢,} represent the eigenfunctions for the complete system, such that
(L+2AwlxDg, =0= (L, + L, w[xDy, = —€L,p, (7.213)

Treating € £, ¢, as an inhomogeneous term, this equation can be solved, at least formally,
by using the Green function for L, such that

b
0,[x] = —¢ f G x, €12, [€p, [€] dé (7.214)
where
©) ©) eOx]pV[€]
(Lo + LWDGy, [, €] = 0lx - €] = G, [x. €] = Z By O (7215)

. 0) . . .
expresses the unperturbed Green function ng) in terms of unperturbed eigenfunctions ¢
and eigenvalues 1”). Note that we assume implicitly that £, shifts the eigenvalues slightly
so that A, — A9 « € and does not vanish. We can now write this formal solution as

L
29053)[ ]<¢m | )1((('))90& (7.216)
where
b
@O1L g, = f O] Ly, [x] dx (7.217)

represents a matrix element of £, that couples ¢, to ¢'%. However, this formal result is
not especially useful because ¢, appears in the right-hand side as part of an infinite series
of integrals that we cannot evaluate without already having the solution we seek. Nor do

we know A, yet.
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The fundamental assumption of perturbation theory is that changes in the eigenvalues
and eigenfunctions can be developed as power series with respect to the small parameter €,
such that

[eS)

6, =D €, A, =ie’”kf{”’ (7.218)
m=0

m=0

Thus, the first-order eigenfunction can be expanded in terms of unperturbed eigenfunctions
as

0, ~ @) +e ) ) ol (7.219)
m#n
such that
e->0=¢, ¢ (7.220)

provided that the expansion coefficients ¢, , remain finite, as expected. Notice that it is
convenient to employ the normalization

@M wle,) =1 (7.221)

and to exclude ¢ from the correction term; attempting to maintain unit normalization
leads to unnecessary complications. Substituting this approximation into the eigenvalue
equation gives

(Ly+ €L, + A, w[xDyp, =0 = (7.222)
(€L, + A, = AD)wx)p? ~ ‘EZ D €L, + A, = Aw[x])e® (7.223)
m#n
or
(L + AW = = > el @, = AV wlxll?) (7.224)
m#n

where terms of order €* have been dropped. Multiplying both sides by ¢'” and integrating,
we obtain the first-order correction to the eigenvalue

AV =@ 1L 1) (7.225)

in terms of a diagonal matrix element of £, that uses the unperturbed eigenfunctions. This
can be evaluated because the {¢(”)} are presumed known. Similarly, we substitute the first
approximations for the eigenfunctions and eigenvalues into the formal solution to obtain

(0)

k [x]

D e ~ Z—A(f) | D1L e e el 1L 16| (7.226)
k

m#n k#n Ay~ T m#n

Once again we drop higher-order terms and use orthogonality to isolate the coefficient

(0) (0) (0) (0)
1 _ () 1 Ly 1¢)”) ~ o0 0) ) 1L 1))
MEN= C,, = W = ¢, ~p, tE€ E P '"/1(0) A0 (7.227)
m n m#n

in a form that is also calculable directly.
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It should be clear that this procedure can be iterated indefinitely, substituting the cur-
rent approximation back into the formal solutions to obtain corrections to the eigenfunc-
tions and eigenvalues to one higher power of e. However, the procedure becomes more
complicated if some of the unperturbed eigenvalues are degenerate because the denomina-
tors involving differences between eigenvalues will vanish. The problem can be handled
by forming, in degenerate subspaces, linear combinations that are diagonal with respect
to L,, but we will not pursue degenerate perturbation theory here.

7.5.1 Example: Bead at Center of a String

Suppose that a string of length L under tension 7 with mass density o carries a small bead
of mass m at its center. The normal-mode equation takes the form

(jiz ; k2(1 ; ué[x - g])) o, [x1=0, @,[0]=p,[L] =0 (7.228)

where it = m/0 is a small parameter with dimensions of length; hence, we apply pertur-
bation theory when ¢ << L. Obviously, we identify the unperturbed solutions as

2
(jz +k(°)2) Ox] =0, ¢,[0]=¢,[L] =0= ¢V[x] = \/% Sin[k%x] (7.229)

where

KO = O /E _n (7.230)
T L

The first-order corrections to the eigenvalues are given by

“5[ 2]

where Mod[n, 2] is the remainder for n divided by 2 and has the values of 1 for odd » and
0 for even n. Notice that the bead does not affect the frequencies for even n because those
eigenfunctions have a node at L/2 anyway — if the bead is stationary, it might as well be
absent. Combining with the zeroth-order eigenvalue and expanding with respect to i, we
find

m? _ ()
kﬂ <‘70]’l

¢;°>> [””] - Modn, 2 (7.231)

k ~ % ~ ¥ Mod[n, 2] (7.232)

Similarly, the perturbed eigenfunctions take the form

(e o [x — 5 ]le”) 2 Sin] %] Sin| ¥
N‘p(m +Z (0) 'MO) 5 <0) iaad Z (0>M (7.233)

m#n m#n
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Figure 7.5. 6¢, [x] for bead at x = L/2 in units where L = 1.

or

2 —)m+)/2 Mod[m, 2
o, ~ o0+ H Modn, 2] E 9053)( ) od[m, 2]
Vi

m#n

(7.234)

m-—n

and are unchanged for even n. Notice that the admixture of terms with m # n is pro-
portional to (m — n)~!, so that nearby terms contribute most; nevertheless, this expansion
converges relatively slowly.

To illustrate the effects of this perturbation, it is useful to express our result in the form

¢ lx] ~ ¢Px] + 27“690,, [x] (7.235)

Figure 7.5 displays the lowest several ¢, [x] in units where L = 1. These functions are
qualitatively similar to Green functions with central cusps produced by the small bead, but
exist for k = k.

7.6 Variational Methods

At the beginning of this chapter we derived the Sturm—Liouville equation using a varia-
tional argument and here we would like to extend this approach to a variational analysis of
its eigenvalues. Consider the functional

7 (Pt (242" + gletotar? x

(7.236)
17 wIxPwix dx

Aly] =
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where ¢ is any continuous function that complies with appropriate self-adjoint boundary
conditions and where p[x] and w[x] are nonnegative in @ < x < b. This functional is
known as the Rayleigh quotient. Since we have shown that both the real and imaginary
components satisfy the same Sturm-Liouville equation, we may assume without loss of
generality that /[x] is real and not use complex conjugates in the definition of A; this will
simplify the algebra. First, we demonstrate that functions i that render A[y] stationary
with respect to small variations y[x] — ¥[x] + d¥[x] consistent with the boundary condi-
tions are eigenfunctions of the Sturm-Liouville operator. Recognizing that

A BSA—ASB _ 5A— ASB

A = Z — 0A = e = 3 (7.237)
and that B is positive-definite, we require
O0A =0 = 6A — AOB == (7.238)
The variation of the numerator
dy[x]\ doy|x]
64 =2 f (bt (5 S+ glatutatonta) (7.239)

can be simplified using partial integration

toa = (bt (52 Jout ])b f b(i(p[x]dZLx])—q[x]w[x])éw[x]dx (7.240)

and the self-adjoint boundary conditions

(P sute ])b (7.241)
to write

A = -2 f b( ( [x ]%) q[x]ll/[x])&ﬁ[x] dx (7.242)
The variation of the denominator

0B =2 fb Ylx]oy[xlw[x] dx (7.243)
is already sir:lple. Combining these terms now gives

SA — AOB = 0 => f ]%) qllvlx] +Aw[x]¢[x])5¢[x] dx =0

(7.244)

If this integral is to vanish for arbitrary 6y[x], the coefficient of 6y/[x] must vanish identi-
cally, such that

d dyx]
dx (p[x] dx

)~ atatutad + Awtalutad = 0 (7.245)
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Thus, if we identify A[/] with the eigenvalue A we recover the Sturm—Liouville eigenvalue
equation

([] dy,[x]

) ~ X0, ] + A wlxly, [x] = 0 (7.246)

Therefore, if A[,] is stationary with respect to small variations i, — ¢, + 6y then /, [x]
is an eigenfunction of the Sturm-Liouville operator with eigenvalue A, = Ay, ].
Suppose that

00

Yl = ) e,0,1x] (7.247)

n=1

is expanded in a complete orthonormal set of eigenfunctions {¢,} satisfying

b
(P lwle,) = f @ulxle, [xIwlx]dx =6, , (7.248)

The numerator of the Rayleigh quotient then takes the form

f( W+ qrayier’y ax
b
c, f (plle, X1l [x] + qlxle, [l [ dx  (7.249)

and can be simplified using partial integration of the first term and the boundary conditions
to obtain

AZcﬁ =- Z CnCh f ®,,x] —(p[x]%[x]) - q[X]son[X])clx (7.250)

The term in parentheses can be simplified further using the Sturm-Liouville eigenvalue
equation, leaving

/\Zcﬁ = —Z C nf @ [x](=2,wlx]e, [x]) dx (7.251)

Thus, we find that

2
Aly] = ZnCta _ _WILID) (7.252)

PG Wlwly)

where

d d
L= plxl o gl (7.253)

is the Sturm-Liouville operator. Therefore, the Rayleigh quotient can be interpreted as the
average of the eigenvalues weighted by the intensity of the corresponding eigenfunction
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in . Here intensity is interpreted as the square of the expansion coefficient and represents
the contribution of that term to the normalization integral for i, as given by Parseval’s the-
orem. This result should be familiar from Fourier analysis but applies to any self-adjoint £.

Our analysis of the interleaving of roots demonstrated that there exists a smallest eigen-
value; hence, the smallest eigenvalue must represent an absolute minimum for A[y]. Sup-
pose that /[x] is a trial function that is intended to approximate ¢, [x]. The trial function
can be formally expanded in terms of eigenfunctions as

Ylxl = ¢, [x1+ > a6, lx] (7.254)
n=2

where each a,, is small if i is a decent approximation to ¢,. Notice that we are free to use

@ lwly) =1 (7.255)

because A[y/] is independent of normalization. Then

A= Mt Za Ghy A+ Za @, - (7.256)

1+Z”2ﬂ n=2

demonstrates that the error in the approximation to A, due to the error (i — ¢,) is second-
order with respect to a,,. Thus, even if the trial function is not especially good, the estimate
A, = A[Y] may still be pretty accurate. Furthermore, the true value is smaller than that
obtained with any trial function (other than ¢, itself). Therefore, if we construct a trial
function that resembles ¢, based upon intuition and which includes a parameter, mini-
mization of A[¥] with respect to that parameter should produce a good approximation
to A,. Naturally, a better trial function provides a better estimate of A,. This procedure is
known as the Rayleigh—Ritz method.

7.6.1 Example: Vibrating String

The almost universal first example of this technique is the vibrating string. Although we
already know the eigenvalues and eigenfunctions for

2
( j;z . kz) 0. =0, [0]=¢[L]==0 (7.257)
with Rayleigh quotient
Lo, Zd
Alyl = % (7.258)
) YIxl”dx

suppose that we feign ignorance and employ a zero-parameter trial solution of the form

Ylx] = x(L —x) (7.259)
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which satisfies the boundary conditions and is symmetric with respect to L/2, as expected
for the lowest eigenfunction. Thus,

L 2
Jy (L —2x)* dx 10

fOL XL —x)* dx o

Ylxl =L-2x = Aly] = (7.260)

is only 1.3 % larger than the exact answer of 72/L?. A better approximation can be obtained
by including a parameter. Consider, for example, a trial function of the form

pIx_1 =x(L-x) (1+a(x- g)z) ;

Although the evaluation of A is straightforward, we will use MATHEMATICA® to perform that
unenlightening task
_ Integrate [y [x]2, {x, 0, L}]

A= implif
Integrate [IIJ [x12, {x, 0, L}] //Simplity

6 (560 + 56L%« + 11L%a?)
L? (336 + 24L%a + L*a®)

and then minimize A with respect to the parameter a, to obtain

sol = Solve [aaA =0, a]

2 ez

13L2 13L2

Az/.sol/ /N
T

1.00001 10.348
{ rr ’ r? }
Obviously one of the solutions corresponds to a maximum and should be rejected, while
the other brings us within one part in 10° of the exact answer. Of course, a poor choice of
trial function, such as the addition of a term that is odd with respect to the midpoint, would
bring little or no improvement in the variational estimate. By respecting the symmetry of
the problem, this judicious choice of trial function offers a very accurate estimate.

Problems for Chapter 7

1. Laguerre polynomials

Suppose that L, [x] is a polynomial of order n and that polynomials of different order are
orthogonal with respect to the exponential weight function w[x] = €™ on the interval
0 < x < oo, such that

f L,[xIL,[x]le"dx=¢,, (7.261)
0



Problems for Chapter 7 261

a) Construct the lowest three Laguerre polynomials using orthonormality conditions.

b) Alternatively, show that these functions satisfy a Sturm-Liouville equation that can
be expressed in the form

xy”[x] + glx]y’[x] + A,y[x] =0 (7.262)

and demonstrate that the eigenvalue must be a positive integer for the corresponding
eigenfunction to be bounded as x — co.

2. Minimization of mean-square error
Suppose that a piecewise smooth function f[x] is approximated by the truncated expansion

N

A=) e, (7.263)

m=0

where the eigenfunctions {¢,,} are orthonormal with respect to the weight function w[x] on
the interval a < x < b, such that

b
f exI e, [xIwlx]dx =6, (7.264)

Show that the mean-square error

b
6% = f Ifx] = fylx]Pwx] dx (7.265)

is minimized when

b
cmzf @, [xI" flx]w[x] dx (7.266)

independent of N. Note that this independence of the optimum coefficients c,, from the
number of terms N is a special property of eigenfunction expansions that would not be
satisfied if the coefficients of arbitrary functions, such as x”, were determined by least-
squares fitting. (Hint: consider independent variations of ¢,, and c,.)

3. Intermediate boundary conditions
Show that a regular Sturm—Liouville operator (with p[a] # 0 and p[b] # 0) is self-adjoint
in a < x < b for any nontrivial intermediate boundary conditions of the form

a,flal + a,f'[a] =0 (7.267)
Bof1b] + B, f'[b] =0 (7.268)

where the coefficients @; and §; for i = 0, 1 are real.
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4. Eigenfunctions for string with intermediate boundary conditions
The eigenfunctions for a vibrating string with intermediate boundary conditions satisfy

dZ
(ﬁ + kﬁ) @, [x] =0 (7.269)
ayp,[0] + a,¢,[0] = 0 (7.270)
Bop,lL] + B¢, [L] =0 (7.271)

Derive a transcendental equation for the eigenvalues &, and discuss a graphical procedure
for determining numerical values.

5. Sturm-Liouville Wronskian
Suppose that y; and y, are two solutions to the Sturm-Liouville equations

(L + w[xDy,[x] =0 (7.272)
(L + Aw[x]y,[x] == (7.273)
where
d d
L= I (p[x]%) - glx] (7.274)

Evaluate their Wronskian

Wix] = y, [x]y5[x] =y, [x]y][x] (7.275)
and show that p[x]W[x] is constant. (Hint: evaluate W’[x].)

6. Bounds on eigenvalues

Consider the eigenvalue problem
(1 + x2)y"[x] + 2xy'[x] + A(1 + x?)y[x] = (7.276)
y'101==0, y[1]1==0 (7.277)

in the interval 0 < x < 1. Show that the lowest eigenvalue is in the range % <A, = §

7. Green function for vibrating string
The Green function for a vibrating string clamped at both ends satisfies

dZ
(d—z + kz)Gk[x, X1=0x—x1, G0,x]=Glx]=0 (7.278)
X

a) Write down the formal eigenfunction expansion of G,[x, x']. Under what conditions
does the Green function exist?

b) Demonstrate that the Green function can also be expressed in closed form as

N Sin[kx_] Sin[k(x, — D]

Gyl Xl k Sin[k]]

(7.279)

where x_ is the smaller and x_ is the larger of x and x’.



Problems for Chapter 7 263

c) Prove that these representations are equivalent.

8. Green function for y” — k*y = f[x] with y[0] = y[L] =0
Consider the differential equation

Y'[x] = Kylx] = flx],  y[0]=y[L] = (7.280)
where k > 0.
a) Construct a closed form for the Green function and write a general form for the solu-

tion to the inhomogeneous equation.

b) Construct the Green function as a Fourier sine series and again write a general form
for the solution to the inhomogeneous equation.

c) Demonstrate that these two representations are equivalent.

9. Green function for stopped pipe
Acoustical vibrations in a stopped pipe satisfy

y'[x] + Kylx] = flx], y'[01=0, y[L]==0 (7.281)

a) Construct a closed form for the Green function and write a general form for the solu-
tion of the inhomogeneous equation.

b) Construct the Green function as an eigenfunction series and again write a general form
for the solution of the inhomogeneous equation.

c¢) Demonstrate that these representations are equivalent.

10. Green function for open pipe
Acoustical vibrations in an open pipe satisfy

y/[x] + Kylx] = flx],  y'[0]==y'[L] = (7.282)

a) Construct a closed form for the Green function and write a general form for the solu-
tion of the inhomogeneous equation.

b) Construct the Green function as an eigenfunction series and again write a general form
for the solution of the inhomogeneous equation.

c¢) Demonstrate that these representations are equivalent.

11. Green function for periodic orbits
Suppose that small-amplitude oscillations around a stable orbit in a synchrotron satisfy a
differential equation of the form

y'[x] + w?y[x] = flx], O<x=<2n (7.283)
subject to periodic boundary conditions
y[0] = y[2x], y'[0] = y'[27] (7.284)

where f[x] is a localized disturbance.
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a) Obtain the eigenvalues w,, and eigenfunctions ¢, [x] for the homogeneous equation
and write a formal expansion for its Green function.

b) Obtain an explicit closed-form solution for the Green function.

c¢) Write a formal expression for the solution to the inhomogeneous equation.
d) Discuss the behavior of the system near a resonance with w ~ w,,.

12. Fredholm alternative theorem

Suppose that you have in your possession the eigenvalues and eigenvectors {A,,, ¢, [x]} that
satisfy a homogeneous Sturm-Liouville problem of the form

d d
(L+2,wlxDp,[x1 =0, L= —=(plx]--) - qlx] (7.285)
dx dx
and wish to solve the inhomogeneous equation

(L +A,wlxDylx] == flx] (7.286)

by expanding ¢ in terms of ¢,. The boundary conditions are homogeneous but for our
present purposes need not be specified further. What condition must f satisfy for this
strategy to succeed? Write a formal solution assuming that f satisfies your condition. What
happens if f fails to satisfy this condition? The general solution to this problem is called
the Fredholm alternative theorem.

13. Green function for a 4th order equation
Consider a linear fourth-order differential equation of the form

d‘l 17 17
(d_x4 + /l)y[x] == 0, y[O] =y [O] == y[ﬂ'] =y [ﬂ'] - (7287)
a) Show that this equation is self-adjoint for the specified boundary conditions.

b) Obtain the normalized eigenfunctions ¢,[x] for 0 < x < 7 and corresponding eigen-
values A,,.

c¢) Construct an eigenfunction expansion for the Green function that satisfies
d4
(aﬁ—“ + )L) G\[x x'] = 6[x — X'] (7.288)
by

with the same boundary conditions.

d) Use the Green function to produce a series solution to the inhomogeneous equation

d4
(dx4 + ?t) ylxl =x, y[0] =y"[0] = y[x] = y"[n] = (7.289)
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14. Shifting the eigenvalue spectrum
Suppose that

d d
Ly = pilxl o = il = (L + DY, 1] =0 (7.290)

has an eigenvalue spectrum {a,,n = 0, co} with @, # 0. Construct a related Sturm—
Liouville operator

d d
£, = - polal -~ gyl] = (L, + Wyl [x] =0 (7.291)

that has the same eigenfunctions and a spectrum of eigenvalues {8} that is shifted with
respect to {a, } such that 5, = 0. How are {p,, g,, w,} related to {p,, g;, w,}?

15. An eigenvalue problem with mixed boundary conditions
Show that the eigenvalue problem

y'+dy=0, y[0]=0, y[0]=y[1] (7.292)

with mixed boundary conditions has only one real eigenvalue and determine the corre-
sponding eigenfunction. Why does this problem not have an denumerably infinite spec-
trum of solutions?

16. Normal modes for stretched string with one end attached to spring

Suppose that a string of length L under tension 7" has one end fixed while the other is
attached to a ring that slides without friction on a fixed rod and that the ring is attached to
a spring with spring constant a. Thus, the transverse displacement y[x, 7] satisfies

Pylx 1] 0*ylx 1] (6y[x, t]) @
- T =0, 0,t] =0, —_ = ——y[L,t 7.293
a2 0 10, 7] i Ty[ ] ( )
where p is the mass density.
a) Show that there exist normal modes of the form
ylx, 1] = e flk,x] (7.294)

and determine the relationship between w, and the parameters of the problem (L, T,
a, p). Discuss the special cases of very weak and very strong springs.

b) Demonstrate that the normal modes are orthogonal.

17. Hanging string

A string of length L with uniform mass density o hangs under its own weight. Here we
investigate small-amplitude transverse vibrations in a plane, assuming that the tension 7[x]
is not affected by this motion.

a) Evaluate the equilibrium tension 7[x] and construct the normal-mode equation. What
are the appropriate boundary conditions?
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b) Use the substitution s> = 1 — x/L to show that the normal modes satisfy the Bessel
equation and find an expression for the eigenfrequencies.

c) Construct the general solution to the initial-value problem.

18. Twirling string

A string of length L with uniform mass density o is attached at one end to a thin rod
that rotates with constant angular velocity (). Here we investigate small-amplitude vertical
vibrations neglecting gravity and assuming that the tension 7[x] is not affected by trans-
verse vibrations.

a) Evaluate the equilibrium tension 7[x] and construct the normal-mode equation. What
are the appropriate boundary conditions?

b) Show that the normal modes satisfy the Legendre equation and find an expression
for the eigenfrequencies. Determine the lowest three eigenfrequencies and sketch the
corresponding eigenfunctions.

c) Construct the general solution to the initial-value problem.

19. Clamped string with central bead

Suppose that a string of length L under uniform tension 7 is clamped at both ends and that
the mass density o is uniform except for a small bead of mass m affixed to its center. It
is convenient to define the range as —a < x < a@ where a = L/2 and to define u = m/c.
Neglect gravity.

a) Construct the unnormalized eigenfunctions and deduce the equations satisfied by the
eigenfrequencies. Compare with the ordinary string (m = 0) and explain why sym-
metric and antisymmetric modes behave differently.

b) Describe a graphical procedure for determining the eigenfrequencies for symmetric
modes. Use this construction to compare eigenfrequencies for symmetric and anti-
symmetric modes for large y or for large k. Derive a simple approximation for the
splitting between symmetric and antisymmetric modes under these conditions.

c) Sketch the first few symmetric eigenfunctions and evaluate the displacement of the
central bead.

d) Verify explicitly that the eigenfunctions are orthogonal with respect to
wlx] = 1 + ud[x] (7.295)
where ¢ = m/0 has dimensions of length.

20. An upper bound on the first root of J;[x]
Evaluate the Rayleigh quotient A[¢] for the eigenvalue problem

N y; +Ay=0, [y[0]]<oco, y[1]=0 (7.296)

using the test function ¢[x] = a(l — x) and deduce an upper limit for the smallest root
of Jy[x].



8 Legendre and Bessel Functions

Abstract. The properties of Legendre and Bessel functions are developed in consid-
erable detail, including: generating functions, recursion relations, orthonormality,
series and integral representations. These functions are important for a wide variety
of physics problems based upon equations featuring the Laplacian operator and will
play a central role in our subsequent study of boundary-value problems.

8.1 Introduction

Many of the special functions we employ in physics arise by applying in appropriate coor-
dinate systems the technique of separation of variables to reduce partial differential equa-
tions, such as the Laplace, diffusion, or Schrodinger equations, to systems of ordinary
second-order differential equations. With appropriate boundary conditions these differen-
tial equations are often self-adjoint and their solutions exhibit the general properties of
Sturm-Liouville systems. Other properties can be developed using integral representa-
tions, which permit analytic continuation, or by using generating functions of the form

Flt,x] = ) £l 8.1)

n=0

where the coefficient in a power-series expansion with respect to one variable is a function
of the second variable.

There is a vast literature on the hundreds of special functions that have been studied
during the last 300 years or so. Obviously, an exhaustive study is impossible within the
confines of one chapter of a single-semester course; careers have been devoted to this
topic. This author is not expert in this subject and is not capable of memorizing all of
the relationships he employs frequently, much less those he does not, and expects that
few readers would be willing or able to do so either; it is an important but dry subject.
Instead, he relies on compendia like Abramowitz and Stegun or classic texts for details
that are not readily at hand. Nevertheless, it is important to be familiar with several of
the most important methods for studying such functions and their most important generic
properties. For this purpose we will concentrate on those functions that are most useful for
problems in electrodynamics, diffusion, and quantum mechanics at the first-year graduate
level. Specifically, we will study Legendre and Bessel functions of several types. These
functions will be used in the chapter on boundary-value problems to solve a variety of
interesting and important physics problems. Our derivations here will not always provide
all of the gory details, but some of the exercises will request the missing steps.

Graduate Mathematical Physics. James J. Kelly
Copyright © 2006 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-40637-9
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8.2 Legendre Functions
8.2.1 Generating Function for Legendre Polynomials

The Legendre polynomials P,[x] where x = Cos[6] arise often in the representation of the
dependence of a physical quantity on a polar angle 6. Perhaps the most direct method for
obtaining these polynomials is through the Green function for the Poisson equation

VZL = —476[F - 7] (8.2)

=71

If » > v/, we may expand

-1/2
1 / /N\2
o = r-1(1 —2r7x+ (’7) ) (8.3)

7 -
as a power series int = r’/r whose coeflicients depend upon x = 7-7'. Obviously, when r <
r’ we employ a similar expansion with the roles of » and r exchanged. These expansions
can be unified in the form

1
= =, — r;l(l —2xt + t2)_1/2 (84)
7 =7
where r_ = min[r, r'] is the smaller and r_ = max|[r, r'] is the larger of r and " and where
t =r_/r, isinthe range 0 < ¢ < 1. Thus, the generating function

1 (o)
[t,x] = ———= = P [x]t" (8.5)
¢ V1 -2xt +12 ;

exhibits a uniformly convergent power series with respect to # whose coeflicients P, [x] are
identified as Legendre polynomials of degree n with respect to x. Once these functions
have been constructed, the Green function for the Poisson equation becomes

1 = r
i = Z bl (8.6)

where r_ is the smaller and r_ the larger of » and 7.
Before proceeding with explicit construction of the Legendre polynomials, we obtain
some of their basic properties directly from the generating function. Recognizing that

1
1] = —
glt, #1] 7

gy 8.7)
n=0

+

we find

P [+1] = (£1)" (8.8)
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Similarly, using
glt, =x] = gl—t, x] = P,[—x] = (=)"P,[x] (8.9)

we conclude that the parity of P, is (=)". Finally, using

oglt,
aon=1, (HH) -, (8.10)
ot Ji=o
we find results for the two lowest Legendre polynomials
Py=1, P =x (8.11)

that are consistent with the properties developed so far and which form the seeds for con-
struction of a series by recursion.

‘We can obtain recursion relations by differentiating the generating function with respect
to either of its variables. Differentiation with respect to ¢ gives

oglt, x] x—t = 1
— — P 7
Or (1 = 2xt +£%)%? Z Ll

P [x]t" = Z P, [x]nt"!
Taarr 25 ,,
-2t +17 = ~

where the last step uses the expansion of the generating function to eliminate fractional
powers. Collecting like powers of 7 gives

(8.12)

D+ VP, — @n+ DxP, + 1P, ) =0 (8.13)
n=0

Notice that the coefficient of P_; vanishes, so that polynomials of negative order do not
actually occur. If this relationship is to be satisfied for any value of ¢, the coefficients for
each power " must vanish separately. Therefore, we obtain a three-term recursion relation
of the form

(n+ 1P, —@2n+1xP,+nP, =0 (8.14)

that can be used to construct the entire sequence P, given Py = 1, P| = x. This is some-
times described as a pure recursion relation because it does not involve derivatives. Direct
calculation provides Table 8.1 and Fig. 8.1. Notice that each P, is a polynomial of order n
containing only even or odd powers according to its parity.

A recursion relation for derivatives P, can be obtained by differentiating the generating
function with respect to x, such that

00

oglt, x] = >
" P [x]t" = ) Px]t"
Ox (1—2xt+t)”2 Z il 1—2t+t2; b ;0 ]

n=0
(8.15)
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Table 8.1. Lowest few Legendre polynomials.

n  Plx]

0 1

1 x

2 3(-1+3x%)

3 %x(—S +5x%)

4 §(3-30x7 +35x%)

5 3x(15-70x7 + 63x%)

6 % (=5+105x% — 315x* + 231x°)

7 Ex(=35+315x% — 693x* + 429x%)

8 (35— 1260x% + 6930x* — 12012x5 + 6435x%)

] 7\
0.5
= 9
QL
_0.5
_] [ ‘ ‘ B
1 _05 0 0.5 I
X

Figure 8.1. Legendre polynomials.

Once again collecting like powers of #* we find
P ., —2xP/+P _, =P, (8.16)
Using the previous recursion relation

(n+DP,,, —@2n+ 1)xP,+nP,_, =0
= n+DP,, -Cn+1)xP,+P)+nP,_ =0

n+l

(8.17)
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we can eliminate P, to obtain

1~ P =@+ DP, (8.18)

n+l

Many similar relationships can now be obtained by manipulation of these basic recursion
relations. For example, by solving the simultaneous equations

o1 — Py = Q2n+ DP, (8.19)

(n+ 1P, +nP_ =Qn+1)(xP,+P,) (8.20)
one finds

P =xP,+ @+ 1P, 8.21)

P, =xP, —nP, (8.22)

Multiplying by x and manipulating the index usingn - n + 1

xP, = x*P'_, +nxP,_, (8.23)
xP, = x*P.,, —(n+ 1)xP,,, (8.24)

n+l
one obtains the so-called ladder relations
(n+ P, =@+ 1)xP, - (1 -xP, (8.25)
nP,y =nxP, + (1= x)P, (8.26)
that can be used to develop Legendre functions using either upward or downward recur-
sion.

Finally, the recursion relations can be used to derive a second-order differential equa-
tion for P, [x]. We begin by expressing one of the ladder relations in the form

(1 =x*)P, =nP, | — nxP (8.27)

Differentiating this expression

(1 —x*)P/ — 2xP, = nP.,_, — nP, — nxP’ (8.28)
and eliminating P, we finally obtain a second-order differential equation

(1 = x*)P/[x] = 2xP.[x] + n(n + DP,[x] == 0 (8.29)
that is a special case of Legendre’s differential equation

(1= 22)y"[z] = 22y'[z] + v(v + 1)ylz] == 0 (8.30)

that applies when v — n is a nonnegative integer. Therefore, the regular solutions to
Legendre’s equation for integer v — n and real z — x on the interval [—1, 1] are known as
Legendre polynomials. More general solutions will be considered later.

When discussing Legendre functions, it is convenient to use n or / to represent non-
negative integers, x = Cos[#] to represent real numbers in the range |x| < 1, and to permit
v or z to represent extensions of the degree or argument to complex numbers.
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8.2.2 Series Representation and Rodrigues’ Formula

Using the Taylor series

- > (2n)!
(1-g7'2=) ———¢ (8.31)
=4 27(n!)
the Legendre generating function becomes
1 o (2n)!
LX] = ————= = 2t — 12)" 8.32
st Vi—ow+r SH2"n ‘)2( ) (8:32)
Then using the binomial expansion, we obtain
> (2n)! n! k2
tx] = 2xt)" N (—t
gl =2 4 2212 Zk!(n—k)!( T
" (8.33)

_ N k (2n)! n—kgn+k
_;ZO( F i ot

An absolutely convergent double sum of this form can be rearranged using a theorem
proven in the exercises that states

[o] P o) Lr/ZJ
> Zaqp DI (8.34)
p=0 g= r=0 s=0
where
reven = |r/2) = % (8.35)
1
rodd = [r/2) = = . (8.36)
is the floor function. After a little algebra we obtain
o |m/2]
k (Zm - 2k)! m—2k ;m
t,x] = - 2 t 8.37
sl ,,,Z::‘) ;( " P o~ o1 — 201 (®37

Therefore, identifying the Legendre polynomial P, with the coeflicient of ", we obtain a
series representation

ln/2] . ( Zk)‘ xn_zk
Pl = Z( ) = K = 28] (8.38)

of explicit, albeit cumbersome, form.
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This series can be expressed in the form

[n/2]

PI= 3 o ) (8.39)

Using k > 5 = 2n — 2k < n, we recognize that n derivatives would eliminate any term

of the form x**~2k with k > |n/2]. Therefore, we are free to extend the upper limit of the
summation to n to obtain

Zn 2k 1 )
P,lx] = ( ) Z( )km o (dx) Z( )k nk)'k'(xz)n k (8.40)

where the final sum is simply the binomial expansion of (x2 - 1)". Therefore, we obtain
Rodrigues’ formula

P lx] = 2”1 '(d) o =1 (8.41)

for the Legendre polynomials. Notice that the parity P,[-x] = (-)"P,[x] is obvious using
Rodrigues’ formula.

8.2.3 Schlifli’s Integral Representation

Extending Rodrigues’ formula into the complex plane

1 (dY , "
Pl =5 (5] @ (8.42)
and applying the Cauchy integral formula to
1 -1y
@1y = _56 -0 (8.43)
21 t—z

we obtain the Schldfli integral representation
27" > -1y
27Tl (t Z)n+1

P lz] =

(8.44)

where the contour encloses z. An advantage of this integral representation is that it provides
an analytic function for positive integer n that reduces to the Legendre polynomials for z —
xintherange -1 <x < 1.

8.2.4 Legendre Expansion

The Legendre equation can be expressed in a form

dx

that is manifestly self-adjoint. Orthogonality between Legendre polynomials is immedi-
ately evident, but the normalization must still be evaluated. This is simplest using the

(i(a —x2)d%)+n(n+ 1))Pn[x] =0 (8.45)
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generating function to evaluate

1
—_— = P [x]P, [x]e"*™ 8.46
1—2xt +12 Z llF 1] (8.46)
such that
1 dx . 1
— =) P [x]P, [x]d 8.47
K= ) | plap s (8:47)
The integral is obtained by an elementary change of variables
1 (1+1) © - on
d. 1 d 1 I+t t
f x 1 1 oe _]:2 (8.48)
-1 1—2xt+1 2t a-n? Yy t 1-1 pr 2n+1

where in the last step a power series permits identification of the normalization integral as

1
2
I PR d = 5 "4, (8.49)

Therefore, the Sturm—Liouville theorem tell us that a piecewise continuous f[x] can be
expanded on the interval [x| < 1 in a Legendre series

00

flxl = )" a,P,lx] (8.50)
n=0
1
a, = 2"2+ ! f dx P [x]f[x] (8.51)
-1

that converges in the mean. Expansions of this type will prove quite useful in solving
boundary-value problems based upon second-order partial differential equations.
Of course, one of the most important Legendre expansions

Slx—x] = Z a,P,[x] (8.52)
n=0

provides a representation of the delta function. Using the orthogonality relation, the coef-
ficients are simply

2n+1 (! 2n+1
a,= ”2+ f dx P,[x]6[x — X'] = ”2+ P[¥] (8.53)
-1

Therefore, we obtain the completeness relation

dlx-x1= 2”; Lp x1p, 1] (8.54)
n=0
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8.2.5 Associated Legendre Functions

Separating the Laplacian operator in spherical polar coordinates, one obtains an equation
of the form
2

51’:[9]2) y[Cosl6]] = (8.55)

1 d
(Sm[@] 70 (Sm[@]—) +I1(0+1) -

in terms of the polar angle 6. Thus, defining x = Cos[6] we obtain an associated Legendre
equation

2 d m2
((1 - X )— - 2xdx (l(l +1) - ))y[x] =0 (8.56)

that is similar to the ordinary Legendre equation except for the additional contribution
proportional to m?. Rather than attempting a frontal assault, it is sufficient to demonstrate
that given a solution y,[x] to the ordinary Legendre equation, one can generate a solution
to the associated Legendre equation using a transformation

d m
Yl = (1 —x2>"’/2(%) ylx] (857)

that is motivated by Rodrigues’ formula. If we write the Legendre equation for a specific /
as

(1=x)y@ =20V + 10+ 1)@ =0 (8.58)
where y™ denotes the n'™ derivative, and differentiate the equation once, we obtain

(1 =)y —dxy® + (10 + 1) -2)y" =0 (8.59)
A second differentiation then gives

(1 =x)y® =6y + (17 + 1) - 6)yP =0 (8.60)
It is useful to define u,, = y™ such that

(1= xMu) = 2(m + D, + (I + 1) = m(m + D)u, =0 (8.61)

is valid for 0 < m < 2. Assuming that the equation is valid for a particular m and differen-
tiating again, we obtain

(1 =) = 2m + 2xu? + (10 + 1) = (m + Dm + 2))uly) =0 (8.62)
and use u® = Ut to rewrite this equation as
(1 =) = 2nxul, + (I + 1) = n(n + D)u, =0 (8.63)

where n = m + 1. Therefore, by induction, the second-order differential equation applies
to any u,, with 0 < m < /. However, this equation is not yet in the desired form and is not
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self-adjoint. The final step is to define

v, =(1 —xz)m/zum =u, =1 — X2y (8.64)

and to show that v, satisfies a self-adjoint equation. Allowing MATHEMATICA to evaluate
the derivatives
ulx_]=(1-x)"?v[x];

u’ [x]

m

mx(1-x2)""2y[x]+ (1-x2)™ 2y [x]
u”’ [x]//Simplify
(1-x*)"3 (m (1 +(1 +m)x2) vix]+ (—1 + X2) (—2m xv' [x]+ (—1 + X2) v’ [x]))
and substituting into the differential equation for u,,
A= (1 -x*)u’[x] -2x(m+ 1w [x] + (/1 (] +1) -m(m+1))ulx] / /Simpli fy
(1-x*)713 (- (m2 + (—1 +x2) 1(1+ l)) vix]+ (—1 +x2) (2x v [x]+ (-1 +x2) v”[x]))
AL -x*)"2y /Simpli fy
(m2 + (—1 +x2) 1(1+ I)) vix] - (-1 +X2) (2X v [x]+ (-1 +x2) v’ [x])
1+x2
we conclude that y,, does indeed lati};fy the associated Legendre equation for 0 < m </ if
y; satisfies the ordinary Legendre equation.

The associated Legendre polynomials can now be expressed in terms of Rodrigues’
formula as

! 2Nm/2 I+m
pl= (2 @ = =SS (1) -y s6)
or
Bl = -2y () B (8.66)
g dx

where the Condon—Shortley phase (—)" proves convenient for quantum mechanics. Note
that P, o[x] = P[x]. Here / is denoted the degree and m the order of P, . Using Rodrigues’
formula we immediately find

P, [-x] = (=)*"P,,[x] (8.67)
and
m#0= P, [+1]=0 (8.68)

Although our derivation assumed that m is nonnegative, one can show that the generalized
Rodrigues’ formula offers a valid solution any integer in the range —/ < m < /. However,
the solutions for negative m are related to those for positive m according to

(I —m)!
7+ m)!
and thus are not independent and we do not obtain a normal completeness relation. Never-

theless, the solutions for negative m will be useful for spherical harmonics in which the ¢
dependence distinguishes the sign of m.

P lx] = (=)" P, ,[x] (8.69)
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Some attention must be given to the phase convention for associated Legendre poly-
nomials. Many authors of textbooks on mathematical physics, such as Arfken or Butkov,
omit the factor of (=) in the relationship between P, and P, on the grounds that it is an
unnecessary complication at this stage. However, this phase is convenient for applications
of spherical harmonics in quantum mechanics, which are based upon associated Legendre
functions. Therefore, other authors of recent textbooks, like Lea, do include this factor
in P;,. Hence, it is incumbent upon the reader to be cognizant of the conventions chosen
by the author. (Caveat emptor!) We have chosen to include the (—)" phase for three practi-
cal reasons: (1) it is used by the most useful compilation of mathematical formulas, that by
Abramowitz and Stegun; (2) my favorite mathematical software, MATHEMATICA", also uses
this phase in its definition of associated Legendre functions; and (3) it provides a more
natural extension to complex arguments.

The orthogonality properties for associated Legendre functions can also be developed
by using Rodrigues’ formula to write

1 )1+1’ I+m oy
L P”m[x]P"”"[xMx_2””1'1”[( - (_) (I_X))

d I'+m =
X((de) (1 -3 )clx (8.70)

where it is important to note that m is the same for both Legendre functions. We assume,
without loss of generality, that / < /" and integrate by parts / + m times to obtain

1 ( )I+I( )l+m 2[ 1+m
L FonlxdBy = = f (- )

x ((1 - x2)m((d%)”m(1 - xz)l)) dx (871

where the integrated terms vanish at both limits. The integrand can be simplified using
Leibnitz’s expansion of multiple derivatives of a product

dy .
() Gtgtn =) (,’;‘1) SO ] 572

m=0

in terms of binomial coefficients and products of derivatives. Thus, we obtain

I'+m

() (omerf@ -2 - 250G 0-r)

k=0
d I+m+k ~
X ((%) (1-x )) (8.73)

Notice that because (1 — x?)* has only 2u nonvanishing derivatives, nonvanishing terms
require
I'+m—k<2m

=/I'=<l, I'-m<k<l-m (8.74)
Il+m+k=<2l
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Yet we assumed / < /”. Therefore, this integral vanishes for // # /, demonstrating the
orthogonality of associated Legendre functions with the same m but different / values.
Furthermore, the normalization for / = /' can be obtained from the single term with k =/ —
m, such that

! 2 )I+m I+m N 2
= 1- 1 —x7)"
[t E5(5) Fo-o(&F 021

X ((%) (1 —xz)l) dx (8.75)

_ (2;') (”m)(z )'(21)'f (1 = x2Y dix

Although the remaining integral can be evaluated most simply as a finite sum by expanding
the integrand, more clever techniques are needed to obtain the simple closed-form result

1 22+ (1)
— 2y _
L(l V= G (8.76)

and are relegated to the problems at the end of the chapter. Collecting these results, we
finally obtained the orthogonality integral

! 2 (+m)
Il PI’m[x]PI,’m[x] dx = mm&lf (877)

Having two indices, the associated Legendre functions exhibit a wider variety of recur-
sion relations than the ordinary Legendre functions. Some recursion relations vary the
degree, others the order, and many others vary both. Among these are

Pyalx] + (m+ 1) 2);210,,,”1 [x] + (10 + 1) = m(m + 1))P,,,[x] = 0 (8.78)

xP,, +(-m+1)(1-x)"P, |

—P =0 (8.79)

Prymer =@+ DA =2)2P =Py =0 (8.80)
(I=m+DP,,, — @+ DxP,, +1+mP_,, =0 (8.81)

but we leave the derivations as exercises. Note that the choice of phase affects some of the
signs in these recursion relations. A simple method for deriving recursion relations for m =
0 is to begin either with the differential equation or with one of the recursion relations for
Legendre polynomials, differentiate m times, and multiply by a power of (1 — x*)!/? to
produce an analogous relation for associated Legendre functions. With further analysis
one can show that the same relations apply under more general conditions, complex x — z
and nonintegral or even complex /, m — v, u.

Rather than develop further properties of associated Legendre functions, I prefer to
proceed directly to the spherical harmonics in which the ¢ dependence distinguishes the
sign of m.
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8.2.6 Spherical Harmonics

For problems in three dimensions it is convenient to define angular basis functions with a
simple orthonormality with respect to solid angle, such that

27 1
fY,‘m[?]Y,f‘,m,[?] dQ = f f Y10, 1Y, /16, #ldcos0dp = 6,,0,, (8.82)
0 -1

The dependence of the spherical harmonics Y, [6, ¢] upon the polar angle is obviously
related to the associated Legendre functions while the dependence upon the azimuthal
angle is proportional to Fourier functions ¢”. Thus, we define

2+ 171 -m)!
i (I +m)

1/2
Y, .16, 6] = ( ) P, [cos 0] (8.83)

where the ugly factor provides the desired normalization. Using the standard definition
for P, with m < 0, we obtain the conjugation property

Yul0, ¢ = (=)"Y,_,10. 4] (8.84)

Similarly, under inversion of the coordinate system

Fot=0o1-0,p>n+¢ (8.85)
and using

P, [-x] = ()", [x],  Explim(¢ + m)] = ()" Explimd)] (8.86)
to write

Y, = 6.7+ ¢] = ()76, ] (8.87)

we identify the parity
Y, [-#]1 = ()Y, [7] (8.88)
as (—). It is also useful to know that

21+ 1
i¥/g

172
Y,,[6,0] = ( ) Plcos 6] 6, (8.89)

27 + 1\!/?
) 0 (8.90)

¥, (21 = 1,,00.00 = (5

The degree / is usually related to orbital angular momentum while the order m is the
projection of the total angular momentum on the polar axis.
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8.2.7 Multipole Expansion

Recognizing that the Legendre functions are complete for the polar angle while the trigono-
metric functions are complete for the azimuthal angle, we expect the spherical harmonics
to provide a complete orthonormal basis for functions defined on the unit sphere, such that

=) /
=3 fintil?] (8.91)

1=0 m=-I

ﬁm=f}mnﬁﬁdﬂ

2n 1
= f f 116, 817,16, ¢]" dcos 6 d¢
0o J-i

27 e
= f f f16, 81,16, #1" Sin[6] dO d ¢ (8.92)
0o Jo
where the coefficients f;  are constants. Suppose that the angular delta function
S[7 = #] = S[cos @ — cos @'16[¢ — ¢'] Z Z AP 1Y, 7] (8.93)
1=0 m=-I

is expanded with respect to unprimed variables using expansion coefficients which are
functions of the primed variables, here treated as parameters. Using the orthogonality prop-
erties, the expansion coefficients become

A= fé[?—?'])’,ym[?]*dﬂ YT (8.94)

Therefore, the completeness relation for spherical harmonics takes the form

oo

S[F — 7] ZZY [+1Y,,[#]° —ZY,m[r]Y [#] (8.95)

1=0 m
where the final sum uses a short-hand notation that indicates summation with respect to
both variables over their natural ranges, namely 0 </ < oo, =/ <=m < [.

Notice that it does not matter which of the spherical harmonics in the completeness
relation is conjugated because this combination is real. The summation over m resembles
the summation over components used to evaluate the scalar product of two vectors. In fact,
Y, . represents a component of a spherical tensor of rank / and this summation represents
a scalar product between two spherical tensors of the same rank. Thus, it is convenient to
define a scalar product of the form

Y[ Y] = ZY [71Y,,,[] (8.96)

m=—|

and to express the completeness relation in the more compact form

olF — ] ZY[r] Y[#] (8.97)
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An interesting current application of multipole expansions is to angular variations of
the cosmic microwave background. The relic microwave background is approximately
uniform, with an average temperature of 2.72 K, but small fluctuations carry information
about the expansion of the early universe and can be used to test theories of inflation. Thus,
one writes

/
TI,61= ) T, 410,61, A= IT,P (8.98)
i

m=—1

where 47A represents the average temperature, A, is related to the motion of the sun
relative to the preferred reference frame, and higher multipole strengths carry the desired
cosmological information.

Next consider a scalar function of 7 expanded in the form

0 1
GEDYDIN MG MG (8.99)
1=0 m=-1
fonlr] = f FIAY,, [F]* dQ) (8.100)

where the coefficients are radial functions. For example, if f[7] represents a density,
the expansion coefficients would be described as multipole densities. If f is real, such
that

ff=r=0.="% (8.101)

we find that the multipole densities share the conjugation properties of spherical harmon-
ics.

8.2.8 Addition Theorem

Suppose that two vectors, 7 and 7/, are described by polar and azimuthal angles (6, ¢) and
(¢, ¢") and that vy represents the angle between them, such that cosy = 7 - 7/. Using the
completeness of spherical harmonics, we can expand Py[cos y] in terms Y, [6, #] according
to

(] 1’
Pleosyl= )" > A, [0, ¢1Y, 10, 4] (8.102)

I'=0 m=-1"

where the expansion coeflicients

Ap IO, '] = f Y, .16, 61" P lcos y] d Q) (8.103)
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depend upon the other pair of angles. Recognizing that P[cosy] is real and using the
conjugation property of spherical harmonics

S 14
Plcosy] = Blcosyl" = >° > A, [0, ¢'1Y,,[6,]

I'=0 m=-1'

S 4
=2 D (A S TY, 16 6] (8.104)

I'=0 m=-1I'

) 4
= D A I $ 1Y, 16 ¢

I'=0 m=-1I'

we observe that the coefficients

A O8] = A, 0. ¢ (8.105)
share the same conjugation property. (Orthogonality of spherical harmonics ensures that
this relation applies term by term.) Furthermore, 7 - 7 is symmetric with respect to the
exchange of primed and unprimed coordinates. Therefore, the expansion should take the
form

PlF-#] = Z Z By, Yy 16,81, [0, ¢'T" (8.106)

=0 m=-1'

where the coefficients are independent of angles and this combination of spherical har-
monics is real. Finally, because Pj[# - 7] is a scalar function its value must be independent
of the orientation of the coordinate system. Suppose that we choose a coordinate system
in which # = Z such that

o, 0 20 +1 172
P [#-#] = Plcos 6] = ZZB,, Y, .16, ¢]( ) 8,00
I'=0 m=
(8.107)

_Z Im(ZI’ )P [cos 8]

The orthogonality of Legendre functions limits the rhs to the single term with // = /.
Therefore, we obtain the addition theorem

PIF-= 5 ZY [F1%,,,7] (8.108)

or, using the scalar product,

oy 47 . "
Pl[r.r]:21+lyl[r].yl[r] (8.109)
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The addition theorem proves invaluable in a wide variety of problems. Some of the
most important examples are based upon the multipole expansion of

|,_r| Z’J:IP[A 7] (8.110)

which we can now express in the form

L =Zz4ﬂ Ty v @.111)

8.2.8.1 Example: Far-Field Solution to Poisson’s Equation

The electrostatic potential /[7] around a charge distribution p[7] satisfies Poisson’s equa-
tion

VlF) = ~dmpld) = 0l7) = [ GU 7ol 1 8.112)
where the Green function for a point charge is simply
S "
V2Gl7, 7] = —4nd[F - ] = GI7, Z “SY Y] 8.113)
S A+
such that
YlFl = f lp[rj,l & (8.114)
The multipole expansion of the charge density takes the form
Pl = D" py 71V, [7] (8.115)
Lm
Prulrl = f pl7F1Y, , [F1dQ (8.116)

Suppose that r is much larger than any ” with appreciable charge density. A far-field solu-
tion for the electrostatic potential of a localized charge distribution can then be expanded
as

dr qlm
+ 147 Vi

r>r = y[r] = Z 2 [7] (8.117)

where the spherical multipole moments ¢, are given by

G = f 7Y, [FlolFld’r = fo N oyl dr (8.118)

Recognizing that the contributions of higher multipole moments are suppressed by increas-
ing powers of r, one expects that it is sufficient for very large r to employ only the lowest
few multipoles. Therefore, the multipole expansion provides a very efficient solution for
asymptotically large distances.
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8.2.9 Legendre Functions of the Second Kind

Generally a second-order differential equation must possess two linearly independent solu-
tions, but our anticipated application to the polar angle dependence of physics problems
with x = Cos[6] in the range —1 < x < 1 selects P, [x] as the most relevant of the two solu-
tions. The (sometimes) implicit requirement of analyticity at x = +1 is actually a boundary
condition that forces the eigenvalue in the differential equation

(1 = x?)y"[x] = 2xy'[x] + Ay[x] = (8.119)

to assume the values A = n(n+1) where n is an integer and selects the corresponding eigen-
functions P, [x] that are regular at the singular points of the differential equation (where the
coefficient of y” vanishes). However, if the polar angle is limited to a more restricted
range |x| < a < 1, the second solution is required. Linear homogeneous boundary condi-
tions at the smaller angular limits still yield an eigenvalue problem, but the eigenvalues are
more general and the eigenfunctions are linear combinations of the two solutions.

We apply the Frobenius method to construct solutions from power series about the
origin. Let

ylx] =x" Z a,x" (8.120)

where the appropriate value of r has yet to be determined. Direct substitution gives

Z a,((n+rm+r—DA = xH"2 = 2(n + X" + ) =0 (8.121)
n=0

or
Z @, on+r+2)(m+r+ D" = Z a,((n+rn+r+1) = A" (8.122)
n=-2 n=0

The left-hand side has two powers that are absent from the right, namely n € {-2, —1}, but
the coefficients of both vanish if we choose r = 0. In order that this equation be satisfied
for all x within the radius of convergence, we equate the coefficients for like powers of x
to obtain a recursion relation

Ay _ nn+1)—A
a,  (n+2m+1)

n

(8.123)

that determines two solutions, one for even and another for odd n. Therefore, the general
solution takes the form

.XI2 .X4 x6
ylx] =a0(1 ~A5; = (6= DA~ (6= N20 - DA —)

x3 x5 x7
+a, (x+ 2-03; +2=-D12 =D+ 2= D12 -H)B0 -V +) (8.124)

where a; and a, are arbitrary.
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Convergence is a key issue. The ratio test

lim

n—oo

@R2‘ <1=R<1 (8.125)
aﬂ

informs us that solutions for arbitrary A diverge on the unit circle. (Although the ratio test
is technically inconclusive at |x| = 1, the integral test is conclusively divergent.) However,
divergence is avoided when A = /(/+ 1) for nonnegative integer / causes the power series to
terminate in a polynomial of order / that is identified as the familiar Legendre polynomi-
als P [x]. If / is even, the function associated with a,, is proportional to P, while the function
associated with a, diverges at x = +1, whereas if / is odd a, produces P, while a,, produces
a divergent function. The Legendre functions of the second kind, Q,[x], are identified with
the divergent series except for a conventional normalization yet to be specified.

The lowest few Q, are illustrated in Fig. 8.2. Obviously, these functions become more
oscillatory as / increases and have parity Q,[—x] = (—)”lQl[x] opposite that of the corre-
sponding P,. For integer order one can factor the logarithmic divergence at the end points
from polynomial portions to obtain

| 1+z] & 2u-am-1
Olz] = 7 Azl Log[l —z] B Z;) @m+ D=y 12l (8.126)

Closer analysis shows that P [+1] = 1 for all v, but P, [x] diverges logarithmically at
x = —1 for v # [. However, O, [x] exhibits the opposite behavior: it is divergent at both
singular points of the differential equation, x = +1, for v = / but is finite at x = —1
forv=2/+1)/2.

8.2.10 Relationship to Hypergeometric Functions
With suitable variable transformations, the hypergeometric equation
t(1 =0 [t] + (y = (@+ B+ Di)u'[t] — aBult] =0
=[] =AF[a, By, ] + Bt "F[l—y+a, 1 —y+B,2—y,t] (8.127)

contains as special cases many of the second-order differential equations of interest to
mathematical physics. Using standard methods, one can show that the power series

v @,8), ™
Fla,B,y,1] = Z;‘ o (8.128)
where
(@) =1 (8.129)
(@), =aa+)(@+n-1) (8.130)

converges for || < 1. Furthermore, when « or 8 is a nonpositive integer, the series termi-
nates and the hypergeometric function F reduces to a polynomial. Although neither time
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Figure 8.2. Legendre functions of second kind.

nor space permits full development here of the theory of hypergeometric functions, which
can be found in more advanced texts, it is still of interest to express the Legendre functions
in terms of hypergeometric functions.

Consider the variable transformation

t= - =ull= -2y, W=4"[z), (1-n=11-2 (8131

such that
(1 =2y [z] + (=2y + (@ + B+ 1)(1 - 2))y'[z] — aBylz] = (8.132)
By choosing
a+B+1-2y=0 (8.133)
a+f+1=2 —=y=1, a=-v, B=v+1 (8.134)

afl=-v(v+1) (8.135)

we obtain Legendre’s equation

(1 = 22)y"[z] = 22y'[2] + (v + Dy[z] = 0 (8.136)
and identify
1-
lL—11<2 = P,[z] = F[—v, v+ 1,1, TZ] (8.137)
1 2+ 12 1-z
P, [z] = | F|- L1—p —— 1
Ed T = /] (Z_ 1) [ v Ll-p— (8.138)
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as the Legendre function of the first kind in term of a Taylor series around z = 1 with the
conventional normalization P,[1] = 1. Alternatively, the substitutions
) vV+2 v+1 v+3

t=72 a= L= y=5 (8.139)

also transform the hypergeometric equation into Legendre’s equation, permitting the
Legendre functions of the second kind to be identified as

Vi Tlv+1] [v+2 v+1 v+3z_2]
Q' rly+3 L 27 27 27

TRl ikl Ay 27720
V[ 2v+1 ZV—W—H F[V-i- %]

lzZl >1= Q,lz] = (8.140)

V+u+2 v+u+1l v+3
2 ’ 2 ’ 2 )Z
(8.141)

e [

when v is not a negative integer. The first factor is made single-valued by a cut on (—co, +1)
and the normalization is conventional. Definitions for larger regions can be obtained by
analytic continuation, but we refer the reader to standard references for further details.

8.2.11 Analytic Structure of Legendre Functions

The most general form of the associated Legendre equation is

2

1-72

(1= 22)"[z] - 22'[z] + (v(v +1) - )y[z] =0

= ylz] = AP, [z + BQ, ,[z2] (8.142)

where {z, v, u} are permitted to be complex. Most of our results for Legendre functions of
real arguments in the range —1 < x < 1 can be extended to the unit disk |z| < 1 simply
by replacing x — z in series representations, recursion relations, and other formulas even
if the degree v or order u is permitted to be complex. However, for arbitrary z one must
pay close attention to the choice of branch cuts. The most common, although not unique,
choices are listed in Table 8.2. Each is then an entire function of z in the cut plane, and
customary values on the real axis for —1 < x < 1 can be defined using suitable averages of
values above and below the cut where € —» 0*.

Table 8.2. Branch cuts for Legendre functions.

Function Cut Value for—- 1 <x < 1

Pz] (=00, =1)  P[x]

0,z (=00, +1)  Q,[x] = (Q,[x + ie] + O, [x — ie])/2

P[] (=eo,+1) P,,[x] = Expl£imu/2IP, [x + ic]

0,,lz (oo, +1)  Q, [x] = Exp[—imu](Expl—inu/2]Q, [x + i€] + Explinu/2]Q, [x — i€])/2
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If we define
fyul2l = AP, 2] + BO, [z] (8.143)

where A, B are constant coefficients independent of {v, i, z}, we find that the recursion
relations

2
Frpaa + 1)W s — (VOO D =+ D), == 0 (8.144)
2
fpg v =t D@ =1 f = fr, =0 (8.145)
fv+1,,1+1 —(@v+ 1)(Z2 - 1)1/2 fV,,ll - fv—l,/i+1 =0 (8.146)
v—pu+ l)fm# - Qv+ l)sz + (v +,u)fH# =0 (8.147)

appear slightly different but that the previous results for z - x with -1 < x < 1 will be
recovered if (z2 — 1)'/? is also handled with a cut on (—co, +1) in a consistent manner.
Similarly, the Rodrigues formulas now take the form

d m d m
vam[z]=(z2—1)m/2(d7z) Pv[z]:Pv‘,,,[x]=(—)’”(1—x2)'"/2(%) Plx] (8.148)

d\" da\"
0, e = @ - 1" (—) 0,lz] = Q,,,,[x] = (=)"(1 -2 (—) 0,[x] (8.149)
dz dx
for nonnegative integer m. These results offer another justification for retention of the (—)"
phase when the argument x = Cos[#] is in the range (-1, 1).

Generalizing the Schlifli integral representation of P, [z], one can show that

_ 27 -1y
Pz] = i é] Wdt (8.150)
-v 2 _ 1y
0,lz] = 2 ¢ -1 dt (8.151)

~ 4iSin[va] Je, (z - 1)t

provide solutions to Legendre’s differential equation for arbitrary n — v, but the contours
for noninteger v must be chosen carefully because the integrands have branch points at r =
—1, z, +1. Suitable contours are sketched in Fig. 8.3. Legendre functions of the first kind
are obtained using contour C, that encloses both # = z and r = 1 with one cut below the
real axis for < —1 and a second between t = 1 and ¢ = z. After integration with respect
to ¢, the cut between ¢ = +1 and z becomes irrelevant but P, [z] is left with a branch point at
z = —1 for noninteger v and a cut below the negative real axis from there to —co. With these
choices we find that P [1] = 1 for any v. Alternatively, the bow tie contour C, provides a
related integral representation for Q,[z] . For C,, z must be outside both loops so that the
phase changes, incurred by circumnavigating the branch points, cancel. A more detailed
analysis shows that a single-valued definition of Q, requires a cut from z = +1 to z = —co.
Similar integral representations can also be constructed for associated Legendre functions,
but we will be content to stop here.
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Figure 8.3. Contours for integral representations of Legendre functions.

Finally, one can also show that, for fixed z, P, is an entire function of v while Q,
is a meromorphic function of v with simple poles at negative integers. This property of
Legendre functions is useful in quantum scattering theory where significant insights can
be obtained by treating the orbital angular momentum as a complex variable. More detailed
development of the properties of Legendre functions of the second kind can be obtained,
when needed, from standard references. These developments are omitted here because we
will not find much use for these functions in the remainder of the course. Suffice it to say
that most properties can be derived from the Schléfli integral representation.

8.3 Bessel Functions
8.3.1 Cylindrical

Variants of Bessel’s differential equation arise frequently when the method of separation
of variables is applied in cylindrical or spherical coordinates to partial differential equa-
tions based upon the Laplacian operator. However, it is instructive to begin our study of
these functions using the generating function instead of the differential equation, similar to
the approach used for Legendre functions. The generating function for cylindrical Bessel
functions of the first kind, J [x], takes the form of a Laurent expansion with respect to ¢

>Y'n

olt, x] =Exp[ (-1 1)] Z 7, [x]e" (8.152)

n=-—oo
whose coefficients are the desired functions of x. Bessel functions with negative n are
related to those with positive n using the symmetry

gl=17" x] = glt, x] = J_,[x] = ()", [x] (8.153)
Similarly, we obtain the reflection symmetry

gl—t, —x] = glt, x] = J,[—x] = (-)"],[x] (8.154)
such that

J_,[=x] = J,[x] (8.155)

for integer n.
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Some of the basic recursion relations can be obtained, as before, by differentiating
glt, x] with respect to either variable. First consider

oglt, x] _ IUENEE - n1
o = 2(r +1)Exp[2(t z)] Zn]n[x]t (8.156)

n=—oo

and substitute the generating function to write

00

* N n n—
?(zz + 1) Y L= ) g, !

n=—oo n=—oo

- Z ( I+ 2Jn+2 (n+ DI, )" =0 (8.157)

n=-—oo

If this series is to vanish for arbitrary ¢, the coefficients must vanish separately for each
term. Adjusting the indexing, we obtain the three-term recursion relation

n

2
A AN S A (8.158)

Similarly, differentiation with respect to x

oglt, x] ,
ga = le—1 Z J[xl" = Z T [xe" (8.159)
n=—oo n=—co
provides a recursion relation
25 x] =T, [x] =7, [x] (8.160)

for the derivative, almost by inspection. Manipulation of these recursion relations provides
several additional relationships:

Jolx] = ;J [x] ¥ J;[x] (8.161)
—(x+"J [x]) = =7, [x] (8.162)

A power series for J, is obtained by factoring the generating function and expanding
each factor according to

e R OERI DR

n=

o (8.163)
_ (_)m X \n+m n—-m
- Z n!m! (E) !
n,m=0
The coefficients for each nonnegative power of  are identified as
—_\yn n+2m
n=0=J[x] = ) (%) (8.164)

- (n +m)!m!
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Figure 8.4. Bessel functions of first kind.

or

X n 0 l x2 m
n=0=J[x] = (5) ;m (_4) (8.165)

where the leading power has been factored out and the series written as an even function
of x. Similarly, for negative powers we obtain

J_[x] = Z(m( i 5 )2 - (8.166)

Im!
m=0 n)m

However, because the coefficients vanish unless m > n, we use m — n + k to write

O (=)rtk n+2k
L= ) e (5 = s = 1t (8.167)
24 G+ Ryt

and again conclude that changing the sign of the index does not yield an independent
function. One can show that the power series is convergent for all x, even if it is inefficient
for large x.

Figure 8.4 displays the first few Bessel functions of the first kind. The functions oscil-
late with slowly decreasing amplitudes. Their roots are interleaved, as expected for solu-
tions of a Sturm-Liouville system.

Notice that g[t, z] is an analytic function of either variable, except for the essential
singularity at t = 0. Thus,

hk%=m —iji—%

Z )n+2m
- (n+m)!m!

3 (8.168)
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is an analytic function whose radius of convergence is infinite. We can generalize this
series

7V 1 2\"
Il = (5) ;)r[v+m+ 1C[m + 1] (_4) (8.169)

to arbitrary v using a branch point at the origin for noninteger v and intepreting the factori-
als as gamma functions. The cut is normally taken below the negative real axis. However,
the symmetry between positive and negative integer order n does not apply for noninte-
ger v. Near the origin one finds

. (EY
J Izl ~ Ty + 1] (2) (8.170)
provided that v is not a negative integer. Recognizing that the first n — 1 coefficients of the
power series vanish when v = —n, we find

J_[z) = (=)'J,[2] ~ T[n + 117! (—%) (8.171)

as expected.
It is now a simple matter to verify that the basic recursion relations

%Jv[zl =J,_ [zl +J,,,z] (8.172)
25[z) = J, (2] = 7, [z] (8.173)

continue to apply for noninteger v and complex z. The differential equation satisfied by
J,[z] can be deduced from the recursion relations (or from the series). Suppose that f,[z]
is a family of functions that satisfy the basic recursion relations

2vf [zl = 2(f, [zl + £ [2D) (8.174)
2171zl = f,_ 2] = £, 12] (8.175)

but are not necessarily limited to cylindrical Bessel functions of the first kind. From these
one deduces

ﬁﬁm=§ﬁm—ﬂm (8.176)
fralzl = Efv[z] + flz] (8.177)
such that

2filzd = zf, [ = vzl = zf) [z — z2f_ (2 = f,_ 2l + v+ Df[z1 =0 (8.178)

or

2N -2 f 2 = of, [z + v+ Dzfllz] = 0 (8.179)
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Substituting
2fylz = v = Df, [zl = 2, 2] (8.180)
zf,_i 2l = vf Izl + zf, 2] (8.181)
such that
2flel = (v = 1) = 2) flzl + 0 = Dzfyl2] (8.182)

one obtains

2f/12) = (v = ) = 2) Sl + 0 = Deflll) = 0f 2] + 212D
+(v+ Dzfi[z1 =0 (8.183)
Therefore, we finally obtain Bessel’s differential equation
2f )+ 2 fjlel + @ = VA f [zl = 0 (8.184)

for which J, [z] are solutions that are regular at the origin for integer v. Since this is a
second-order differential equation, there must exist a second linearly independent set of
solutions that also satisfy the same recursion relations.

It is important to recognize that the same recursion relations apply to any solution of
Bessel’s equation or to any linear combination of solutions with the same v, provided that
the coefficients are independent of both v and z. Thus, the recursion relations

2
byl + fralel = Z A1) (8.185)
foalzl = £zl = 21, 2] (8.186)
d
i (1, l2]) = £2% f,y[2] (8.187)

are general properties of cylindrical Bessel functions. (We leave it as an exercise to the
reader to derive the third formula from the first two.)

If we divide by z, Bessel’s equation appears to be self-adjoint with respect to the weight
function z provided that we use appropriate boundary conditions. If we assume that v = 0
(the usual situation), the requirement that the solution be finite at the origin selects J, while
requiring either a node or a vanishing derivative at a fixed radius R provides an eigenvalue
equation for either Dirichlet or Neumann boundary conditions. Thus, it is useful to change
variables such that

1d ., v? .
E%@f [£D + (k2 - ?)f[é"] =0, f[0]finite = f[&] o< J,[kE] (8.188)
where the boundary conditions
Dirichlet: f[R] =0 = J [k, ,£]==0 (8.189)
Neumann: f'[R] = 0 = J[k, ,£] =0 (8.190)

yield sets of eigenfunctions indexed by the positive integer n. It is now a simple matter,
following the procedures of the Sturm-Liouville chapter, to demonstrate orthogonality
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between two solutions with the same v but different eigenvalues. Therefore, we obtain
eigenfunction expansions of the form

F[£] = ZA [k,..€] (8.191)
with the aid of the orthonormality relations

R2

Jlk, Rl =0= J Ik, &V k, £1EdE = — v+1[k JRI? Opn (8.192)
R2 v YV

Jlk, Rl =0= f LIk, k, £1édE = — |1 - | — | |/ Ik, JRI? Opn

0 2 kv,nR
(8.193)

that are developed in the exercises. The appropriate choice of basis depends upon the
boundary conditions. Note that summation is performed over n for fixed v = 0. The appro-
priate value of v is determined by other aspects of the problem, such as angular momentum.
An important special case is the limit R - oo for which the spacing between eigenvalues
becomes infinitesimal. With careful attention to the limit, one can prove that

« Ok — k']
JKEV [K'E1E dE = 8.194
f T [kEVT, [k Tk dk = ole &l (8.195)
0 &&’

for v = 0. The right-hand side is the appropriate delta function for cylindrical coordinates
with a linear weight factor; here the denominator is written in a symmetric form and bal-
ances the weight factor such that

ol - &'
5

The details are left to the exercises.
The generating function provides a Schlifli integral representation

f dé Ef[¢E]—=— = fI€'] (8.196)

st =Bl =) = 3 4t = 101 = 5 e[S =)
o (8.197)

where the contour encloses the origin in a positive sense. For a circular contour, one obtains
Bessel’s integral

) 1 2
t=e=J[z] = 5 f Expli(z Sin[6] — nf)] d6 (8.198)
0
or, more simply,
1 T
gl =~ f Cos|z Sin[6] — n| d6 (8.199)
0

where z may be complex but 7 is integral.
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8.3.2 Hankel Functions

Hankel functions are obtained by generalizing Bessel’s integral representation to noninte-
ger order v. Consider

_ L <o -l
flzl = 2m,fExp[z(t t )]t

where, except for avoiding the origin, we leave the integration path arbitrary for the moment.
If we apply Bessel’s differential operator to both sides

dt
v+1

(8.200)

2z + z2fllz] + (& = v)f 2]

1 2 _ z _ F4 _1.] dt
= — (Z(z S S+ - vz)Exp[E(t ¢ 1)] S (8201
the resulting integrand is a perfect differential, such that
1
2L+ 2+ (= V) Al = AR 2] (8202)
where
(2 _ Z _
Fltzl=t (§(t+t 1)+V)Exp[§(t—t 1)] (8.203)

and where A indicates the difference between values at the endpoints of integration. When
v — nis an integer, F,[t, z] is single-valued and the right-hand side vanishes for any closed
path; hence, f, is a solution to Bessel’s equation under those conditions. (Paths which do
not enclose the origin, though, degenerate to the trivial solution f, — 0.) When v is not
integral, we require a branch cut to interpret the integrated term. It is customary to cut
the #-plane below the negative real axis. We must also choose a contour for which F, [¢, z]
has the same value at both ends for any z within a usefully large domain. The simplest
method is to choose semi-infinite contours that exploit the limiting properties

t50" = Ft,7] ~ t"'(%)Exp [—2%] 50 for Re[z] >0 (8.204)
_, 2t t
t—>—co = Ft,z] ~1 VE Exp [5] — 0 for Re[z] >0 (8.205)

Thus, the two contours shown in Fig. 8.5 provide integral representations of the Hankel
functions

dt

tv+l

1
Re[z] > 0 = H,[z] = — f Bxp|( -1 (8.206)
i Jc 2
where the normalization is conventional. Similar representations for Im[z] < 0 can be
constructed by choosing a different cut for ¢ and rotating the contours accordingly, as
detailed in the exercises. The Hankel functions satisfy the same recursion relations as the
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Im[¢]

H{P[z]

Re[7]

HP[z]

Figure 8.5. Contours for integral representation of Hankel functions.

Bessel functions because they are solutions to the same differential equation derived from
those recursion relations.

Note that the same integrand provides two independent solutions to Bessel’s equation,
HV[z] and HP[z], depending upon whether the negative real axis is approached from
above or from below. These solutions are distinct even for integral v, despite the fact that
the cut is not needed, because neither contour is closed. Thus, the ordinary Bessel func-
tion, J, [z], must be a linear combination of these Hankel functions. For simplicity, suppose
that v — n actually is an integer. Recognizing that the portions of the two contours that lie
along, or infinitesimally close to, the positive real axis are traversed in opposite directions
and cancel, the two contours can be joined to form a closed contour for H,(,l)[z] + H,(f)[z]
that can be deformed to that used for Bessel’s integral representation of J,[z], namely a
closed contour enclosing the origin in a counterclockwise sense. Thus, we obtain

Jlz) = 3HP 2] + HP[z)) (8.207)

and expect this same relationship to apply continuously to nonintegral v. After all, Bessel
functions for fixed z can be interpreted as continuous functions of v even if that argument
is customarily represented as a subscript instead of as a second variable. Alternatively, one
can develop a power series by expanding the factor of Exp[—z/2¢] and using the integral
representation of the I' function to obtain the coefficients for powers of z, and obtaining
thereby the known series for J, [z]. Therefore,

J,lzl = 2 HDP2] + HP[z]) (8.208)
provides a definition for arbitrary v and, more importantly, an integral representation

z
2

Re[z] > 0= J [z] = 2% f Exp[ = fl)] tiﬂfl (8.209)
C

based upon the contour in Fig. 8.6.
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—

Figure 8.6. Contour for J, [z].
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The Hankel functions and their spherical analogs are especially useful for analyzing
scattering solutions in the far field. Using the method of steepest descent, one finds

HV[z] \/gz“2 Exp [:z (z Qv+ 1)%)] (8.210)
H[] ~ \/gz“2 Exp [—i(z— Qv+ 1)%)] (8.211)

for Re[z] > 0. (This exercise is left to the student as an opportunity to refresh his/her skills
with the method of steepest descent.) Thus, we identify

HO[k&] Expl—iwt] ~ / g Eplilhe - a)t)]Exp[ in+ 1> ] (8.212)

as an outgoing cylindrical wave associated with the angular function PH[COS[Q]] and

H®[k&] Expl—iwt] ~ / g EXPIE + wn) Exp[u(2n+1) ] (8.213)

as the corresponding incoming wave for large radius £. Here k is the wave number and
the asymptotic condition requires k€ >> 1 and modest n; for large n a somewhat more
sophisticated analysis may be needed to obtain the required accuracy.

8.3.3 Neumann Functions

Having obtained two independent solutions, the Hankel functions, and identifying Bessel
functions of the first kind as a linear combination of Hankel functions, we can now define
Bessel functions of the second kind as the orthogonal linear combination

Nl = o (HO L) - HPL2D) (8.214)

where this choice of phase yields Neumann functions. (These functions are often labeled ¥,
in the literature and sometimes have different phase conventions.) The Neumann functions
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obey the same recursion relations as Bessel and Hankel functions. From the asymptotic
behaviors

[z ~ \/gzl/z Cos[z— Qv+ 1)%] (8.215)

N,[z] ~ \/Ezl/z Sin[z— Qv+ 1)%] (8.216)

we recognize the Bessel functions as the cylindrical analogs of trigonometric functions.

Alternatively, we can define Neumann functions as linear combinations of J, and J_,,
which are independent solutions for nonintegral v. To determine the appropriate coeffi-
cients, we use

J_ Lzl = 2 HY ] + HO)[2) (8.217)

and analyze

3 1 z - dt
H_[z] = EfCEXp[E(I_t )] =y (8:219)
The substitution
et in Exp[+inv] Z -1y] ds
r=—, dr = - 3 ds = H_|z] = TL,EXP[E(S_S )] Rz
(8.219)

preserves the integrand up to a phase. In order to preserve the contours also, we must
choose the upper sign for H and the lower sign for H®. Thus, we obtain the symmetries

HY[z] = ¢™H ] (8.220)

H%[z] = e™HP[2] (8.221)
such that

J,[z] = $HNP[z] + HP[z]) (8.222)

J_ Lzl = 2™ H"[z] + e ™ HP[z]) (8.223)
requires

H"[z] = i Csclvrl(e™],[z] - J_,[z]) (8.224)

HP[z] = —i Csc[vnl(e™ ™7 [z] — J_,[z]) (8.225)

for nonintegral v. Finally, substituting these results into the definition for N,, we obtain
N, [z] = Cot[vr]J, [z] — Csc[vn]J_,[z] (8.226)

after a little algebra. This is the most common definition for Neumann functions, but
appears to be singular for integer v. However, under those circumstances we can apply
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I’Hopital’s rule to the limit v — n to obtain a result

1 oJ. oJ
Nial = ~tim( 225 - o Pl)

JT v=n

(8.227)

that is continuous with respect to v.
‘We now have the means to analyze the behavior of N, [z] near the origin, where

~ z v oo 1 Z2 m
Il = (E) y;)l"[v+m+ 1C[m + 1] (_Z) (8:228)
Z _y (e8] l Z2 m
J_lz] = (5) n;] o T ] (_Z) (8.229)

provide the necessary expansions. Thus,

zy\ S 1 Z2 ’
N, [z] = Cot[vr] (5) mZ:;) Ty +m+ 1T [m + 1] (_4)

Z —y (o9 1 Z2 m
— Csc[vrn] (5) ,;) v+ m+ T+ 1] (_Z) (8.230)

for nonintegral v. Although combining these expansions does not seem to offer an attrac-
tive formula for the coefficients, it is immediately clear that Neumann functions are singu-
lar at the origin. Hence, it is often sufficient to display only the leading terms. For simplic-
ity suppose that Re[v] > 0 and that v is nonintegral, such that

Csclva] (z\
Rel] >0 = Nlal =~ — = (5) (8.231)
Using the identity
Ve
[z]I[1 - z] = Sin[v] (8.232)
we obtain
Re[v] > 0 => N,[z] ~ _I (%)_ (8.233)

Thus, N, has a branch point at the origin with power-law divergence for v # 0. For the
special case v = 0, we use

07"
— =7'L 8.234
3y = ¢ og[z] ( )
and the definition of the digamma function

_ dLog|Tlzl|  T'[z]

vizl 0z Tz

(8.235)
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to write
L P28 £ N VN £
Nl = lim( 55 - oy 2 (8.236)
94, 1z] AN Yl +m+ 1] 2\
gy - hlle [ ] ( )n;r[v+m+1]r[m+1]( 4) (8:237)

oI Izl _ 2,z OMlvam+1] (2"
o J*V[Z]Log[E]Jr(E) ZF[—v+m+l]F[m+l]( Z) (8.238)

m=0

and to obtain

1 z 7V © Yln+m+1] 2\"
Nl = n 1/132(2]”&] Log[E] B (5) n; [n+m+1]Tm+ 1] (_Z)

2\ O Yl-v+m+1] 2\"
_(_E) LT[y +m+ 1]T[m + 1] (_Z) ] (8:239)

where the final summation requires further attention because both numerator and denomi-
nator appear to diverge for integer n. We leave the final steps as an exercise for the student
and quote a final result

( ) le/[n+m+1 +yfm+ 1] (__)’”] (5.240)

In+m+1I'm+ 1] 4

in which the coefficients are manifestly finite, even if rather cambersome. For the present
purposes it is sufficient to recognize that the divergence of N, near the origin

2
Nolzl ~ = Log[%] (8.241)

is logarithmic.

Figure 8.7 illustrates the Neumann functions. Aside from the divergence near the ori-
gin, these functions also oscillate with slowly decreasing amplitude for large x. Note that
we cannot easily display the values for x < 0 because of the logarithmic contribution. The
divergence near the origin is logarithmic or stronger: logarithmic for N, or power law (z™")
for N, with n > 0.

So why do we need two kinds of Bessel functions? A general solution to a second-order
differential equation, such as Bessel’s equation, is a linear combination of both kinds.
Unless the boundary conditions eliminate the Neumann functions by requiring finite values
at the origin, any expansion based upon eigenfunctions for Bessel’s equation will require
both regular and irregular solutions.
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Figure 8.7. Bessel functions of second kind, forn = 0 — 3.

8.3.4 Modified Bessel Functions

Modified Bessel functions are solutions to a differential equation

Ld
€ d¢

which is related to the ordinary Bessel equation by the substitution k — ik which trans-
forms a wave equation into a diffusion equation. Consequently, we anticipate solutions of
the form J, [ik&] and N, [ik&]. 1t is customary to define modified Bessel functions with the
phase and normalization conventions

2
Eren - (k2 - é%)f[f] =0 = f[¢] = AL[ké] + BK, [k€] (8.242)

1[z] = i J[iz] (8.243)
T g (g — Tt Nar
K,le] = 5 HPliz] = Si (/,[z] + N, [iz]) (8.244)

where the first kind, 7, is regular while the second kind, K, is irregular at the origin.
Figure 8.8 illustrates the first few modified Bessel functions for integer order and positive
arguments. The phase conventions ensure that both functions are real for positive x. These
functions are sometimes described as hyperbolic Bessel functions or as Bessel functions of
imaginary arguments, but the latter is not really an appropriate description because their
extension to complex arguments provides many of their most important properties (as for
practically all functions discussed in this course!). These functions do not have nonzero
real roots and are not mutually orthogonal.

One can develop all of the important properties of modified Bessel functions using
straightforward, but often tedious, analysis based upon cylindrical Bessel functions, but in
a belated attempt for brevity we forgo the details and merely quote some of the results.
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X
Figure 8.8. I, solid, K, dashed.
The basic recursion relations are
2v
I, [zl -1,,[z] = ?Iv[z] (8.245)
2v
Kv—l [z] - Kv+l [z] = _?KV[Z] (8.246)
% dl [z]
I, [z]+ EIV[Z] = TZ (8.247)
v dK [z]
Ky lal # — K2l = -— = (8.248)
d , . .
e (z1,2]) = 21, [2] (8.249)
d . .
E (7K [z]) = =K 2] (8.250)

where the sign differences between relationships for /, and K, arise from the v dependence
of the conventional phases. The leading asymptotic forms are

Re[z] =0 I[z] ~ 7 o |12
21z 0=1[z] = Norih K, [z] = 7% e (8.251)
s

while the power series for I, takes the form

7V 1 2\
LIzl = (5) ;‘) T +m+ 1T[m + 1] (Z) (8.252)
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Like the Neumann functions, one can show

K,l21 = 3 Csclvn] (L, 2] - 1) (8.253)

for nonintegral v or

ol ol
K,lz] = (2) 1im(#[ﬂ - 55]) (8.254)

v-n

for integer order. The power series for K|, is cumbersome, but we note that the divergence
near the origin is given by

Iv] (z\
Re[] >0 = K[z] ~ —= (5) (8.255)
Z
Kolz] ~ —y - Log [E] (8.256)
where Euler’s gamma constant is given by

1
v = lim Z — —Log[m] | ~ 0.577216... (8.257)

m—oo p k

8.3.5 Spherical Bessel Functions

Next we consider spherical Bessel functions. In spherical coordinates the radial part of the
wave equation takes the form

17+1
( ; )) ulr] =0= % = Aj[kr] + Bn,[kr] (8.258)

u’[r] + (k2 -

where

Jilx] = \/§x1/21,+% [x] (8.259)
nylx] = \/gx“ 2N,+% [x] (8.260)

are spherical Bessel functions of order /, with j, regular and n, irregular at the origin. Nor-

mally / is a nonnegative integer and the radial variable is nonnegative for physics applica-

tions, but it can still be helpful to generalize these definitions to include complex arguments

and arbitrary order. Thus, the spherical Bessel equation then takes the form

v(v+ 1)
2

2
WM+g%H@— ﬁm=0:fmamm+&xl (8.261)

with solutions

Jlel = \/gz‘“zJH; [2] (8.262)

nlz] = \/EZ‘I/ZNHI[Z] (8.263)
2 2

whose major properties can be derived easily from those for cylindrical Bessel functions.
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Figure 8.9. Spherical Bessel functions.

Spherical Bessel functions, like their cylindrical cousins, are entire functions of the
complex variable v even though most physics applications only require nonnegative inte-
gers v = [ = 0. For integer /, j,[z] is an entire function while n,[z] has a pole of order / + 1
at the origin. For arbitrary v, both functions have a branch point at the origin and a cut nor-
mally taken below the negative real axis, but are analytic everywhere else. Although most
authors express the proportionality factor between j, and J,_, ,, as v 7/2z, that notation is
ambiguous on the negative real axis. Therefore, we prefer to use z~'/2 instead of v'1/z to
ensure the proper phases on the negative real axis. With our convention the parity of j,[x]
is (=), just as it is for J,[x], whereas the more common \/l_/z notation results in an addi-
tional negative sign for x < 0. Figure 8.9 shows that spherical Bessel functions for integer
/ and real arguments are oscillatory with interleaved roots.

The asymptotic behavior of spherical Bessel functions are trigonometric functions

2j,lz] = Sinz - %] (8.264)
on,lz] = - Cos |z - %’T] (8.265)

similar to those for cylindrical Bessel functions. In most physics applications we encounter
spherical Bessel functions in the form j,[kr] where k is a positive wave number and r a
positive radius, such that their oscillation amplitudes decrease asymptotically according
to (kr)~!. However, for more general arguments the imaginary parts of either z or v result
in exponentially growing contributions that must be handled carefully and may limit the
usefulness of these asymptotic formulas.

The basic recursion relations take the form

v +1
Sl + fonl2] = V; Izl (8.266)
v, lzl = v+ Df, [zl = Qv+ Df 2] (8.267)
d
— @) =27, (2] (8.268)

dz
d

df(z‘va[z]) =-z"f,lz] (8.269)
b4
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where f & {j, n, K, h®} is any family of solutions to the spherical Bessel equation or any
linear combination with coefficients independent of v or z. These can be obtained from
the corresponding results for cylindrical Bessel functions or from the differential equation.
Notice that

Sin[z]

Jolzl = (8.270)

Cos|z]

nelzl = - (8.271)

provide solutions to the spherical Bessel equation for v = 0. By inductively applying the
recursion relations, we then obtain Rayleigh’s formulas for nonnegative integers

izl = (=2 (é d%)l Sir;[z] (8.272)
el = - - jz)[ el (8.273)
hi 2] = —i(~2) (% %)l %Z (8.274)
hl2] = i~z (% d%)l @j (8.275)

that resemble Rodrigues’ formula. Explicit formulas can now be developed for positive
integers, which is the most important situation.

Using
el =(3) i ! 2) (8.276)
v 2 — I'v+m+ 1I'm+ 1] 4
one finds

e VI AN ! (_i)m
Jlel = 2 (2) Zr[v+m+§]r[m+1] 4 (8.277)

m=0

immediately. For integer v — / we use
1 21 - DN

to obtain

s =ZIZO(21+2m+ Dlm! (_3) (8:279)

Similarly, for integer order we use

NH%[Z] = Cot [(1 + %)n] JH%[Z] - Csc [(1 + %)71’] Jﬁ,f%[z] = (—)IHLF%[Z] (8.280)
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such that
I+1 12 2\ % 2\"
mlzl = 57 (5) Z;) S pr el ot (8.281)
and
1 =2y
IN=-1{=vVvr——"—+ 282
[2 ] \/;(21—1)!! (8.282)
to obtain
i QI=2m = (2)"
=- — | = 8.283
nlz] = -z n;) . 5 ( )
Thus, the limiting behavior near the origin is described by
/
. 7z Q71-1n!
lz2l <1 = jjlz] = m, mlz] = T (8.284)
where
nll=nm-2)! (8.285)
=DhHir=olt=11=1 (8.286)

is the double factorial function for nonnegative integers.

8.4 Fourier—Bessel Transform

The plane wave e, where z = rCos[6] is the distance along the polar axis, can be
expanded in a Legendre series according to

Explikr Cos[0]] = )" f[kr]B[Cos[0]] (8.287)

where the coefficients f; depend upon kr, treated as a parameter for the purpose of the
Legendre expansion. Using the orthogonality properties of Legendre polynomials, we find

filkr] = 2+l f Explikrx]P,[x] dx (8.288)

The most direct method to evaluate these coefficients is to expand the exponential

f,[k]_21+1 (”kr)m f 2P [x] dx (8.289)

m=0
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and to use a result

! m! (m—1-1
m + n even :>j:l )H"I’,[x]dx:Z(m_l)!(m+l+l)!! (8.290)

that is proven in the exercises using Rodrigues’ formula and partial integration. Thus,
a leading power (kr)’ can be factored out and the remaining series contains only even
powers, (kr)*" for m > 0, such that

. i L L @j= Dy

m - 1+2j = flkr] = (2 + )(ikr) JZ(;( Y G v e D
) e o _@ Y (8.291)
= Q1+ (k) AT 1),,( >

j=0
= (21 + Vi j[kr]

is proportional to the power series for j;[kr]. Therefore, we obtain Rayleigh’s expansion

Exp [ikr Cos[6]] = Z(Zl + )i’ j,[kr]P, [Cos[6]] (8.292)
1=0

for a plane wave. (This is sometimes named Bauer’s formula instead.) Finally, the Legendre
addition theorem

oy 4 . "y
B[V'r]=21+ly1[”]'yl[”] (8.293)

provides a more symmetrical form

Explik - 7] = 4 Z i j [krY,[k] - v;[7] (8.294)
1=0

which depends upon the angle between the k and # directions and is independent of the
orientation of the coordinate axes. This very important formula finds myriad applications,
including radiation and scattering theory, and should be committed to memory.

Consider a three-dimensional Fourier transform

Uk = [ f11Explik 71 (8.295)
where the integral extends over all space. It is useful to perform a multipole expansion
o
FIiT= D" falrY,[7] (8.296)
1=0 m=-1

ﬁﬂﬂ=j}mnﬂﬁdﬂ (8.297)
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for the angular dependence of f[F]. Applying the Rayleigh expansion and assuming that
the order of integration and summation can be interchanged, such that

FIk) = 4n i ¢ f SR k1Y IR - Y71 (8.298)
1=0
and using the orthogonality of spherical harmonics, we obtain
JIK) = 4n i ZI: i'7, K1Y, [K] (8.299)
1=0 m=~1
where
Fulld = [ it dr (8:300)

is the Fourier—Bessel transform of the radial dependence of the /, m multipole.
Alternatively, we could apply the Rayleigh expansion to the inverse Fourier transform

. - - . dk
flFl = f f[k]Exp[—nk-r]w (8.301)
to obtain
2 ™.
ﬁﬂﬂ=;j‘ﬁJﬂthdk (8.302)
0

where the numerical coefficient is simply (47)>/(27)3. Substituting the definition for ]‘,’m[k]
into

2 o0 00
fimlrl = - f dkk? f dr'vr f,,,[r' 1) lkr') j [kr] (8.303)
0 0
we require
2 f A j [kl jy ke ] = olr _,V] (8.304)
T Jo rr

to produce the necessary radial delta function. Although this is an admittedly heuristic
derivation, the same orthogonality condition can be obtained more rigorously by evaluating
the limit of the orthogonality integral for Bessel functions over a finite range as that range
becomes infinite. Thus, the completeness of the Fourier—Bessel transform is expressed in
spherical coordinates as

S[F —7] = 5[rr;, st — 1 (8.305)
or=ri_2 f " k2 [k [k (8.306)
rr T

0
87— 1= )" [F]- Y] (8.307)
!



8.4 Fourier—Bessel Transform 309

8.4.1 Example: Fourier-Bessel Expansion of Nuclear Charge Density

The differential cross-section for scattering of a high-energy electron from the charge den-
sity of an atomic nucleus takes the schematic form
do
dQ
where o, is the cross-section for a point charge, / is the angular momentum transfer, g is

pt
the momentum transfer, and F;[g] is the form factor. The form factor

= 0, Flq] (8.308)

Flq] = fo p)lrljlgrlr dr (8.309)

is the Fourier—Bessel transform

Solr—rl
DI G ALY

k=1 k

plr] = <f i> (8.310)
of the transition charge density, which is a reduced matrix element of the charge density
operator between initial and final states i and f. We neglect convection current, magne-
tization, and other complications in this introductory discussion. In its simplest form the
charge density operator sums over all Z protons in the nucleus where the radial delta func-
tion specifies their positions. Given measurements of the form factor for a set of momen-
tum transfers in the range g, ;, < ¢ < ¢,,,, how does one reconstruct the radial charge
density p,[r]? If the measurements produced a continuous function over an infinite range,
one would simply use the orthonormality relation for spherical Bessel functions to invert
the Fourier transform according to

2 (o)
plal=> [ Flalilare’ da 8311
0

but experiments are limited in range and provide only discrete points with finite precision.
A more practical method is to expand the radial density in a complete set of basis functions

o lr] = Z a,p;,lrl = Flql = Zanﬁ,,n[q] (8.312)
n=1 n=1
where
Pralal = f ppalrljlgrlr® dr (8.313)
0

and to use the method of least-squares to fit the coeflicients a,, to the data.
Recognizing that the charge density occupies a finite volume, a common choice of
radial basis functions is the Fourier—Bessel expansion (FBE)

palrl = jlq,,r1®lr—R1,  jlg,,R1=0 (8.314)

with Dirichlet boundary conditions. Here R should be large enough to comfortably enclose
practically all of the charge but not so large that there are too many g, ,, < q,,,, to determine
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Figure 8.10. FBE form factor basis.

the corresponding expansion coefficients. An important feature of this expansion is that the
basis functions for the form factor

[qR)jilq,,R] — qj)lq,,,R1j;[gR]
2 2
q — ql,n

R .
i . . 1,
Pralgl = f Jillay,rilgr)? dr = R* =2 (8.315)
0

exhibit a strong peak around g, and small oscillations elsewhere. Therefore, reasonable
approximations to the expansion coefficients can be obtained by inspection of the data
for ¢ ~ q,,. Representative basis functions are displayed in Fig. 8.10 for / = 4. The domi-
nant peak moves out as n increases. As R increases it moves inward and becomes taller and
narrower, approaching a delta function in the continuum limit R — co. Clearly experimen-
tal data cannot determine the amplitude for oscillations with ¢ > ¢, ; therefore, physics
arguments are needed to estimate the uncertainty in the reconstructed radial density due
to the unmeasured form factor for large momentum transfers, ¢ > g,,.., known as incom-
pleteness error. However, a discussion of that issue would bring us too far from the main
topic.

8.5 Summary

Here we collect some of the most useful results for Legendre and Bessel functions in order
to provide a convenient reference for later work on boundary-value problems. Additional
formulas are found in the problems, the chapter, and standard compendia. Unless stated



8.5 Summary 311

otherwise, we assume {n, /, m} are nonnegative integers, {x, t} are real, and {v, z} are arbi-
trary (possibly complex). We also assume that {a, b} are constant coefficients independent
of the degree or order of any functions. Note that some of these results are proven in the
exercises or are generalizations of results obtained in the text. When working problems,
do not quote without proof any results beyond those presented in the text itself.

8.5.1 Legendre Functions

8.5.1.1 Generating Function

1 (o)
= N'P " (8.316)
V1 -2xt +12 HZ::{
1 = r
= =y bl (8.317)
n=0 >
1 (dY',, w
Plal = 5is (dTZ) (-1 (8.318)

8.5.1.2 Orthonormality

1
f P xIP, [x] dx = —2—6 (8.319)

1 2n+ 1

8.5.1.3 Differential Equation

(1 =2)f"[z] = 2zf'[2] + v(v + D) f[z] = 0 = f£,[z] = aP,[z] + bQ, [z] (8.320)

8.5.1.4 Recursion Relations

v+ 1D)f,, —@v+1)zf, +vf, =0 (8.321)
foi =225+ i =1, (8.322)
oo = fio = Qv+ 1, (8.323)

@ - Df), =vef, = vf,, (8.324)
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8.5.1.5 Special Values

Pl1]=1
P [-x] = (-)"P,[x]
2n)!

Pull) = g 1

Py, [0]1=0

8.5.1.6 Integral Representations

2 LRy
M= P
2-v 2 _ 1)
0,121 ¢-1

= 4iSinpr] -0

See Fig. 8.3 for contours.

8.5.2 Associated Legendre Functions

8.5.2.1 Differential Equation

2

(=)l = 22f [ + v+ D - L | el =0 = £, Iz
1-z

8.5.2.2 Orthonormality

2 (I+m)!
QI+ DI -m)

1
[ Pataipy e -
-1

8.5.2.3 Rodrigues’ Formula

d m
e e L P

(I - m)!
Ty ]

Py lx) = ()"

(8.325)
(8.326)

(8.327)

(8.328)

(8.329)

| = aP, [z + b0, ,I]

(8.330)

(8.331)

(8.332)

(8.333)
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8.5.2.4 Special Values

P [£1] = PI£116,,0 = (£1)/6,,,

@em)!
2

P2n+m,m[0] = (_)m+n

P2n+m+1,m[0] =0

8.5.2.5 Recursion Relations

2x
By o [X] + (m + Usz,mH

xP, +(—m+1)(1-x)"?P, | -
- @+ 1)1 -xH)"?P,, -
- @+ 1)1xP,,

P

I-1,m+1

(I —m+1)P,

+1,m

8.5.3 Spherical Harmonics

8.5.3.1 Definition

(2 +1(-m)!
1/”’"[9’(”_( A (1 +m)!

8.5.3.2 Symmetries

Y),l60.6] = (5)"Y,_,[6.]
Y, ul=71= (=YY, [7]

8.5.3.3 Special Values

20+ 1)'2
Y, .16, O]=( i ) PJlcos 616,
. 21+ 1\'?
Yl,m[z] = Yl,m[o’ O] :( 4n ) 6m,0

ﬂ(zm +2%k—1)

[x] + (17 + 1) = m(m + 1))P,,,[x] =0

+(+ m)PI—l,m =0

172 .
) P, ,[cos 0le™?

313

(8.334)

(8.335)

(8.336)

(8.337)

(8.338)
(8.339)
(8.340)

(8.341)

(8.342)
(8.343)

(8.344)

(8.345)
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8.5.3.4 Orthonormality

f Im[r] I'm [r] dQ = 6]] 6m m’

8.5.3.5 Addition Theorem

BlF 1= 5 ZY,m[r]Y,m[ I = s i Y

< ~l
|r—r| Zzl+1/+11 R

8.5.4 Cylindrical Bessel Functions
8.5.4.1 Differential Equation

Zf [zl + 2f [ + & = V) flzl = 0 = f,[z] = aJ,[z] + bN, [2]

8.5.4.2 Series

_(zy N ! 2y’
J [zl = (5) i Iy +m+ 1]T[m+ 1] (_Z)

N, [z] = Cot[vr]J, [z] — Csc[vr]J_,[z]

8.5.4.3 Hankel Functions

HV[z] = J [z] + N, [z]
H®[z] = J,[z] = iN, [z]

(8.346)

(8.347)

(8.348)

(8.349)

(8.350)

(8.351)

(8.352)
(8.353)
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8.5.4.4 Asymptotic Forms

I[z) ~ \/Ez_l/z Cos [z— Qv+ 1)3] (8.354)
T 4

N,[z] = \/;z_l/z Sin [z — Qv+ 1)5] (8.355)
n 4

HOL] ~ \/EZ_W Bxpli(c - Qv+ 1)%)] (8.356)

HOZ] ~ \/gz—vz Exp [_,z (c-@v+ 1)%)] (8.357)

8.5.4.5 Recursion Relations

2
Foldl+ £yl = ?va[z] (8.358)
frolzl = £zl = 21121 (8.359)
d
dT(z”fy[z]) = +7"f,.,[z] (8.360)
Z

8.5.4.6 Orthonormality

kyJ, [k, R1J, [k, R] = k,J, [k, R, [k, R
ki-k

R
fo 5T EV, )6 dé = R

Sk - K]
Vik'
ol§ - ¢’
VEg

fo JIKEV, K €)é dE = (8.361)

f ) T [kE1T, [kE Tk dk = (8.362)
0

8.5.5 Spherical Bessel Functions
8.5.5.1 Differential Equation



316

viv+1)

2
P+ A+ (1 . ) iz =0 = £l = aj e + b 12

. To_

el = |37 20,112
Vs

mm=/§fmm%m

2
W%hnm+mm=J;Wm%dd

2
WMPLM—MM=J;“Wﬁdd

8.5.5.2 Recursion Relations

2 1
Foldl+ fole = 2= 1]

Vil = v+ Dfy 2l = Qv+ Dfjlzl
d

dTZ (ZV+1fV[Z]) — ZV+1fV_1[Z]

d
jg(z-%ﬁizn =-z"f,,lz]

8.5.5.3 Orthonormality

ky jilk\R1ji[k,R] — k, j; [k, R1j; [k, R]

R
f Jilky ) lkyrlr* dr = R?
0

8.5.5.4 Series

VE (s z
sl = _( )ZF[v+m+ F[m+1](__

=0

8.5.5.5 Asymptotic Forms

K-

8 Legendre and Bessel Functions

(8.363)

(8.364)

(8.365)

(8.366)

(8.367)

(8.368)
(8.369)

(8.370)

(8.371)

(8.372)

(8.373)
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2j,[z] ~ Sin [z - —] (8.374)
n,[2] = = Cos |z - 7] (8.375)
1
D[] = Exp[ ( v +2 )”)] (8.376)
1
P = Bxp-ie - L2 (8.377)
8.5.6 Fourier-Bessel Expansions
Explik - 7] = 47 Z i j [kr]v[k] - V7] (8.378)
1=0
Expliké Sin[¢]] = Z J [k&)e™? (8.379)
Problems for Chapter 8
1. Rearrangement formulas for doubly infinite sums
a) Prove that the rearrangement formulas
0o oo o p oo [r/2]
DY Z Qypg= D > a5 (8.380)
m=0 n=0 p=0 g= r=0 s=0
where
reven = |r/2) = % (8.381)
r—1
rodd = |r/2) = — (8.382)

is the floor function, are equivalent provided that the series is absolutely convergent.

b) Use this result to supply the missing steps in the derivation of the Legendre series.

2. Leibnitz’s formula
Prove Leibnitz’s formula

(Y (et = S,

Y cn=m) [, ,m)
m:o(m)f [x1g"™[x] (8.383)

for multiple derivatives of a product.

3. Special values for Legendre functions
a) Evaluate P [0].
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b) Evaluate P[1].

c) Use the Schlifli integral representation to evaluate P,[1] for arbitrary v.

4. Legendre integrals
a) Use a recursion relation to evaluate

1
an[x]an (8.384)
0
b) Evaluate

1
f x"P [x]dx (8.385)
0

for positive integer m.

5. Legendre series
a) [Evaluate

> Bl (8.386)

b) Evaluate

(8.387)
-1 V1 —x

o)
~
=

(i8]
&

¢) Produce Legendre expansions for 6[1 + x].

6. Parseval relation for Legendre polynomials
Suppose that f[x] is expanded according to

00

fll =) a,P,lx] (8.388)

n=0

1 . .
Express f_ A [x]* dx in terms of the a, coefficients.

7. Legendre expansion of powers
Develop a Legendre expansion for powers, such that

W= A, P (8.389)

by expressing the Legendre polynomials in terms of Rodrigues’ formula and using partial
integration to eliminate derivatives. You may find the beta function

I[pITq]

8.390
Tlp+ 4] (8.350)

1
BMd=fw%unHm=
0

useful, but a proof is not required.



Problems for Chapter 8 319

8. Legendre function P [7] for arbitrary v

Show that Schléfli’s integral representation for the Legendre function of the first-kind sat-
isfies Legendre’s differential equation for arbitrary v provided that the contour and cuts are
defined properly.

9. Laplace’s integral representation for Legendre functions
a) Suppose that the contour used in Schlifli’s integral representation is a circle around z
with radius |[Vz? — 1|. Show that

Pl = fo ' e+ V2 - 1Cos[¢])n do (8.391)

b) Use Laplace’s integral representation to evaluate the Legendre generating function
glt,zl = )" 1"P,[2] (8.392)
n=0

Thus, one obtains a generalization for complex z.

10. Generating function for associated Legendre functions
Derive the generating function for associated Legendre functions with m = 0

o @mt A - Xy N ;
gnlt, x] = (=) ) (1 2+ tz)m+l/2 - ;PHm,m[x]t (8.393)
from the generating function for Legendre polynomials. It is not shown often because it
appears cumbersome, but it can be useful in deriving relationships or performing integrals

involving associated Legendre functions.

11. An integral used in the normalization of associated Legendre functions
There are several methods for obtaining

1 21+1 2
f(l —x)) dx =+ fr+11 2270 (8.394)
-1

"T+3] " @+

for / = O (other than looking it up, of course). A relatively painless method that also
provides many related integral is based upon the beta function

_ T'lpIllq]

Blp. q]l = Iip+ 4l

(8.395)

where p, g are generally complex. For our purposes it will be sufficient to assume that p,
g are nonnegative real numbers so that we can employ the simplest integral representation

Ilpl = f e “u" du (8.396)
0
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Show that the substitution # — x> and a transformation from Cartesian to polar coordinates
facilitates evaluation of the numerator as an integral over the first quadrant, such that

/2
p.g=0= B[p gl =4 f Cos[61?7~" Sin[6]°4! d6 (8.397)
0

It should now be a simple matter to obtain the desired integral using appropriate choices
of p, g and an obvious change of variable.

12. Recursion relations for associated Legendre functions

Many recursion relations for associated Legendre functions can be developed by differ-
entiating either the differential equation or a recursion relation for Legendre polynomials
m times. Use this technique to derive the following relations. For simplicity, assume that
m = 0 for any P, . Observe that a) varies the order, d) the degree, while b) and ¢) vary
both. It is probably easiest to derive these relations in the order listed.

2x
a) Py,.o[x]+ (m + 1)mp,,m“[x] + (I + 1) = m(m+ )P, [x] =0 (8.398)
b) xP,,, + (I —m+ D1 -x)"?P,  —P_, =0 (8.399)
9) Pl—l,m+l - @I+ DA - x2)1/2Pl,m - PI+1,m+1 =0 (8.400)
d) (=m+DP,,, — Q@+ DxP, +(+mP_,, =0 (8.401)

13. m-raising and lowering operators for P,
a) Use the Rodrigues formula to derive the m-raising relation
X

(1 - )12 By (8.402)

P = =(1L=x)'2P, —m

b) Then use a recursion relation to deduce the corresponding m-lowering formula.

14. Special values for associated Legendre functions
Use the generating function to evaluate the following special values or limiting cases for
associated Legendre functions. Assume that m = 0.

a) Py,l£l]
b) P,,[0]

¢) P, ,[x]Iforx = Cos[d]. Notice that this result can be used with the m-lowering operator
to generate the entire set of P, [x]; this is a common algorithm.

15.  Orthogonality of P, with respect to m
The most useful orthogonality for £, concerns differing / but common m. Alternatively,
one can show that

[ Bl _ 12
1 1-x2 - m (I —m)! mm’?

expresses orthogonality between associated Legendre functions differing in order. This
result is generally less useful because orthogonality between azimuthal eigenfunctions

(m.m" > 0) (8.403)

usually ensures matching order anyway.
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a) Show that the associated Legendre equation is a Sturm-Liouville equation with eigen-
value m and weight function w[x] = (1-x?)"!/? and, hence, provides this orthogonality
integral between eigenfunctions differing in order.

b) Obtain the normalization for P, ,_, and use a recursion relation to step down .
16. Recursion relations for Bessel functions

Suppose that f,[z] = aJ,[z] + bN, [z] where the coefficients a, b are independent of v or z.
Verify the following recursion relations.

a) f,.,l2] = gfv[z] T 1l (8.404)

b) d%(zﬂfv[z]) = +7""f, [zl (8.405)
1 d\F

©) (EdTZ) (@ f,lz]) = 27 f, L2 (8.406)
1 d\F

d) (E de) (1 2l) = (e, ] (8.407)

17. Interleaving of roots for Bessel functions
Use the recursion relation

4 (" f[x]) = £ f ] (8.408)
dx

where f, [x] = aJ, [x] + bN,[x] is a linear combination of cylindrical Bessel functions with
constant coefficients to prove that there is one root of f, ,, between successive roots of f,
and vice versa.

18. Rodrigues formula for Bessel functions
Derive a Rodrigues formula of the form

Z"f 1zl = D' filzl (8.409)
where f, is a solution to Bessel’s equation (J,, N, H,, etc.) and D is a differential operator

applied n times to f;.

19. Orthonormality relations for Bessel functions and eigenfunction expansions
Piecewise continuous functions on a finite interval that satisfy linear homogeneous bound-
ary conditions can be expanded in terms of eigenfunctions for Bessel’s equation. Here we
develop the required orthonormality relations for simple boundary conditions and formu-
late the corresponding expansions.

a) Use the differential equations satisfied by J, [k,£] and J, [k,&] for arbitrary &, and k, to
show
R
R(kyJ [k, R1J.[k,R] — ke, J, [k, RIT.[K,R]) = (K3 — k%)f J [k EV, [k, E1E dE
0
(8.410)

for v = 0. Differentiation of this result and application of recursion relations or the
differential equations can then help with specific boundary conditions.
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b) Derive the orthonormality relation

R R2
f J Ik, &1 Lk, 1€ dE = 7"v+l[kv,nR]26m,n (8.411)
0

where J [k, R] == O defines the eigenvalues k,, for Dirichlet boundary conditions.
Provide an explicit expression for the Bessel expansion of an arbitrary function satis-
fying Dirichlet boundary conditions.

¢) Derive the orthonormality relation

v

R R2 2 5
[) J Ik, .V, [k, 16 dE = > [1 - (m) ]Jv[kv‘nR] Opun (8.412)

where J[k, ,R] == O defines the eigenvalues k,, for Neumann boundary conditions.
Provide an explicit expression for the Bessel expansion of an arbitrary function satis-
fying Neumann boundary conditions assuming that v # 0.

d) How is the Bessel expansion using v = 0 for an arbitrary function satisfying Neu-
mann boundary conditions affected by the null eigenvalue k, = 0? Show that the
corresponding eigenfunction is orthogonal to those with k, > 0 and formulate the
appropriate expansion explicitly.

20. Continuum orthonormality for Bessel functions
The continuum orthonormality relation

Sk - K]
Vik'

for Bessel functions with v = 0 on a semi-infinite range can be derived by careful analysis
of the limit of the result for a finite interval

jo‘ J K&V K E1E dé = (8.413)

kyJ, [k RV, [kyR) — ki J, [k, R1J, [k, R]
ki — k3
1 2

R
I) J [k EV [k, ETE dE = R (8.414)
as R — oo. This result should have been obtained in the preceding problem. Use a recursion
relation to eliminate the derivatives first and then substitute the leading asymptotic behav-
ior for the remaining Bessel functions. (Why eliminate derivatives first?) After some alge-
braic manipulation, more easily performed with MATHEMATICA than by hand, one should
recognize a familiar nascent delta function.

21. Parseval relation for Bessel functions
Suppose that f[x] is expanded according to

e

Sl = > a,d kX1, Jlk,,Rl=0 (8.415)

n=1

. R . .
in the range 0 < x < R. Express fo fIx]*xdx in terms of the a,, coefficients.
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22. Summation formula for Bessel functions
Use the generating function to evaluate J, [x + y] for integer n.

23. Laplace transform of Bessel functions
Use Bessel’s integral for J, [x] to evaluate the Laplace transform for Bessel functions of
integral order.

24. Bessel’s integral for noninteger v
Show that

Il = % fo " Cos|z Sin[6] - v0] 6 — Sinfyr]

f " Exp|-(cSinhls] + vs)|ds (8.416)
1

for a suitable domain of z.

25. Plane wave in cylindrical Bessel functions
Show that a plane wave can be expanded in terms of cylindrical Bessel functions according
to

Expliké Sin[¢]] = Z J [k&le™? (8.417)

m=—00

26. Leading asymptotic behavior of Hankel functions

Apply the method of steepest descent to deduce the leading asymptotic behavior of Hankel
functions from their integral representations. Then deduce the corresponding behavior of
Bessel and Neumann functions. For simplicity assume that |z] > |v| (why?).

27. Power series for Neumann functions

Complete the derivation of the power series for Neumann functions with integer n = 0
using the fact that gamma functions have simple poles with known residues at negative
integers.

28. Wronskians for Bessel functions
Recall that the Wronskian

1
WIf, gl = flzlg'[z] = glzlf'[z] o« — (8.418)
plzl

for two independent solutions f, g to a Sturm—Liouville equation

(L +Awlz])flz] =0 (8.419)

(L + wlz]glz] == (8.420)
generalized to complex z where

d d

£= 4 (v )l (8.421)
takes the form

WILf, gl « L (8.422)

plzl

Confirm the validity of this result for Bessel functions and identify p[z]. Then evaluate
the following Wronskian relations between various Bessel functions. Also, express these
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Wronskians for parts a) and b) as combinations of products of Bessel function of different
orders, without explicit derivatives.

a) WI[J, J_,]. Explain the result for v — n, where n is an integer.
b) WI[J,,N,]

c) WIHD, H?].

29. Recursion relations for spherical Bessel functions

Suppose that f,[z] = aj, [z] + bn,[z] where the coefficients a and b are independent of
vorz.

a) Starting with the corresponding relations for cylindrical Bessel functions, verify the
basic recursion relations:

v+ 1
fraald + fyld = 22— £ (8.423)
v, ilzl = v+ Df, Lz = Qv+ DLzl (8.424)
fomlel = gfv[z] - flzl (8.425)
1
foalzl = i flzl + flz] (8.426)

Then demonstrate the following variations:

b L@l = (8.427)
O @D =~ (8.428)
a) (ii)k @ L) = 274, 2] (8.429)
e) (%d%)k @ f D) = (D Ll (8.430)

30. Poisson integral representation for spherical Bessel functions
Use

1l
Jilkr] = % f Explikrx]P,[x] dx (8.431)
-1

derived in the text to obtain the Poisson integral representation

o

Ml =

f " Cos [p Cos[A]] Sin[6]*+! d6 (8.432)
0

for real p and nonnegative integer /.
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31.

a)

b)

¢)

Orthonormality relations for spherical Bessel functions
Use the differential equations satisfied by j,[k,r] and j[k,r] for arbitrary k, and k, to
show

R
R%(ky jlk, R1j) ks R] = ky )Lk R1j) [k, R]) = (K} — K3) fo Jilky 1) Ty r 1 dr

(8.433)
for/ = 0.
Derive the orthonormality relation
R 5 R 2
jl [klnR] =0= f()‘ jl [kl,mr] jl [kl,nr] ridr= 7jl+1 [klnR] 6m,n (8434)

for Dirichlet boundary conditions. Provide an explicit expression for the spherical
Bessel expansion of an arbitrary function satisfying Dirichlet boundary conditions.

Derive the continuum orthonormality relation

Ok — k']

2 (™ R
- fo Jilkr)ji K 1 dr = 0 (8.435)






9 Boundary-Value Problems

Abstract. Several methods are developed for constructing solutions to partial dif-
ferential equations that match boundary conditions on a surface. We focus on equa-
tions based upon the Laplacian operator, such as the Helmholtz equation, that are
expressed in separable orthogonal coordinate systems. Eigenfunction methods can
then be used to develop series expansions or integral representations. Green func-
tions provide general solutions for inhomogeneous problems. Examples include elec-
trostatics, magnetostatics, and scattering theory. Exercises at the end of the chapter
explore a wider variety of problems.

9.1 Introduction

We are often faced with the problem of solving a partial differential equation within a vol-
ume V bounded by a surface S subject to boundary conditions that specify the solution
and/or some of its derivatives on S. Since neither time nor space nor patience nor expertise
permits an exhaustive survey of this extremely broad subject, we shall be content to study
equations based upon the Laplacian operator expressed in separable orthogonal coordi-
nate systems. We take as a prototype the inhomogeneous Helmholtz equation

(V2 + K*WI7, t] = —4np[7, 1] 9.1)

which includes among its special cases Laplace’s equation (k = 0, p = 0), Poisson’s equa-
tion (k = 0), the wave equation (k = w/c), the diffusion equation (k> — —a), and the
Schrodinger equation (k> = 2mE, —4np = 2mVy). In the happy circumstance that the
boundary consists of surfaces on which one of the coordinates is constant, such problems
are often amenable to the method of separation of variables.

Rather than plunging directly into the general theory, we illustrate the basic strategy
by solving Poisson’s equation

V2Y[F] = —4npl[7] 9.2)

within a rectangular box {0 < x < a,0 <=y < b, 0 = z < ¢} with specified potentials
upon its surfaces. We can divide the problem into several parts. First, we determine the
potentials ¢,[7, ¢] that satisfy Laplace’s equation

VY [F1=0, FeS=y,=V,

i’

FESL = ;=0 9.3)

where y; is specified by the two-dimensional function V; on surface S; and vanishes on the
other five faces of the box. Then we determine the Green function that satisfies

V2G[7, 7] = —4nd[F - 7] 9.4

Graduate Mathematical Physics. James J. Kelly
Copyright © 2006 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-40637-9
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with boundary conditions

lp[o» Y, Z] == w[a! Y Z] == lp[x, O, Z] == lﬂ[x, b, Z] - lp[-x! Y 0] == lﬂ[X, Y C] =0 (95)

on the surface of a grounded box. Finally, recognizing that Poisson’s equation is linear, we
can superimpose these solutions to obtain the general solution

6
o) = [ Gl FIF1av + ) u 9.6)
i=1

for an arbitrary internal charge distribution and arbitrary potentials on each of the six sides
of the box.

9.1.1 Laplace’s Equation in Box with Specified Potential on one Side

Suppose that we wish to solve Laplace’s equation V2 == 0 in a rectangular volume {0 <
x=<a,0=<y=<b 0=z=c}withy =0 on all faces except

z=c=Ylxy cl=Vx )yl 9.7)

This problem is ideally suited for the method of separation of variables, wherein we pro-
pose a factorized solution of the form

Ulx, y, z] = X[x]Y [y]Z[z] 9-8)
for which

1d*’x 1d% 1d°2

V2 ::O _—t —— 4+ ——
V=EO= N ue Tray Tz a2

=0 (9.9)
Recognizing that each of the three terms is a function of a different variable, each must
separately be constant, such that

1d’x  , 1d% 1d°z

2
—— =) ——=-p == 9.10
X dx? « Ydyz p Z d7? ( )

where the separation constants {—a?, -2, y*} must satisfy
JERp ©.11)

Note that the separation constants were chosen with the foresight of experience (disingen-
uous hindsight), but lacking such foresight we would have used simply {A, B, C} and then
discovered later their most natural interpretations. The boundary conditions with respect
to x, y are satisfied using

X[0] == X[a] = 0 => X,[x] = Sin[a,x], a, = ’;—” 9.12)
Y[0] = Y[b] = 0 = Y, [y] = Sin[B,y], B, = — (9.13)
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with integer m, n, while the lower boundary condition on z requires
Z[0] = 0 = Z[z] = Sinh [y,,2], Y = V2 + 52, 9.14)
A linear superposition of solutions of this form then gives

Ylx y, 2= " A, Sinla,x]Sin[B,,y] Sinh[y,,:] (9.15)

nm

where the upper boundary condition on z requires

4 a b
Ylx,y,cl=Vlxyl =A4,, = ——"— f dxf dy Sin[a,x] Sin[S, y]V [x, y]
ab Sinh[y,, c] Jo 0
9.16)

Solutions to more general problems in which nonzero potentials are specified on more than
one face can then be constructed simply by adding several solutions of this type.

9.1.2 Green Function for Grounded Box

We can reduce the three-dimensional equation
V2GIF, 7] = —4nd[F — 7] 9.17)

with boundary conditions

Y10y, 2] = Yla, y, z] = ¥[x, 0, 2] = ¥(x, b, z] = ¥[x, y, 0] = ¥[x, y, c] = (9.18)
to a one-dimensional equation by using the expansions
or-71=0[ '] 2 i Sin[a,x] Sin[e,x’] 2 i Sin[By] Sin[8.y’] 9.19)
r—r\|= — — X X - i i .
72—z a L i f b - Y iy
G[r, 7] = Z 8; jlz 21 Sin[a;x] Sin[e;x"] Sin[B;y] Sin[B,y'] (9.20)
ij=1
to obtain
9* , 167 , , ,
(ylz] - 6_z2)gi‘j[z’ dl=—role=2] gl0.7]=g;le ] 9.21)
where
yfj =a? +ﬁ§ (9.22)

is the separation constant formed from two eigenvalues for the degrees of freedom that
we chose to eliminate. The sine expansions satisfy the boundary conditions on four of the
six sides automatically, but we must use the resulting one-dimensional inhomogeneous
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Helmbholtz equation to reconstruct the delta-function source. We chose to retain the z vari-
able because the nontrivial boundary condition occurs on a side with constant z.
Using solutions to the homogeneous Helmholtz equation
0=<z=<z7 = g ;lz7]=A4,;Sinh[y, z] (9.23)
7 =z=c= g,z 7] = B,; Sinh[y, ;(c - 2)] 9.24)

that satisfy the boundary conditions one either side of the source and applying the matching
conditions

Agl.,j[zl’ 7]1=0= B, ; Sinh[y; ;(c - ] - A Sinh['yi’jz’] =0 (9.25)
, o, 167 , , 16
Agiyj[z ,7 ] = ~ =B, Cosh[y,»yj(c - 7] +Al-,j Cosh[yi,jz ]= W (9.26)
L]

across the z = 7’ interface, we find

167 Sinh[y, ;(c = )] 165 Sinh[y, ']
Aij = 7 .7,] ) Bi o T # (927)
' avy; i Sinh[y, jC] 7 aby, i Slnh[yl.‘jc]
Thus, we find

16x Sinhly, 2.1 Sinhly, (c - 2,)]
aby, j Sinh[y, jc]

’

gi’j[Z7Z 1=

(9.28)

where z_ is the smaller and z_ is the larger of z and z’. This form should be very familiar,
by now, from our work with Sturm-Liouville systems. Therefore, we can assemble the
entire result

161 &
GI#, 7] = a—; > sinfa,x] Sinfa,x'] Sin|y] Sin[B y']
ij=1
Sinh[y; ;z ] Sinh[y, ;(c — z,)]
%,,; Sinh[y, ;c]

(9.29)

in the form of a piecewise continuous, two-dimensional Fourier sine expansion. The expres-
sions may be lengthy, but the analysis is hardly more complicated than that for one-
dimensional Sturm-Liouville systems. Two other similar representations can be obtained
by simply permuting variables and their associated boundary conditions; the most conve-
nient choice may depend upon the representation of the source density, p[7], in the Poisson
equation. Notice that the reciprocity condition

G[7,7] = G[7, 7] (9.30)

is satisfied automatically.



9.1 Introduction 331

Alternatively, we can employ Fourier sine expansions in all three dimensions

8 o0
ofr-v]=— Z Sin[a,x] Sin[a,x"] Sin[B;y] Sin[B.y"] Sin[y,z] Sin[y,z'] (9.31)
abc ey J I

G[r, 7] = Z 8ijk Sin[a,x] Sin[aix']Sin[/J’jy] Sin[ﬁjy’]Sin[ykz] Sin[y,Z'] (9.32)

i, k=1

where now we define y, = kn/c with a single index. Substituting into Poisson’s equation
and using orthogonality to equate coefficients

32n . ’ : ’ : ’
—(a'i2 +,8% + ykz)gi,j’k = e Sin[a;x] Sm[ﬁjy 1Sin[y,z’] (9.33)

we obtain

2 Sin[a.x] Sin[a,x’] Sin[B ;y] Sin[B.y’] Sin[vy,z] Sin[y,z’
ot 2 3 [a,x] Sinfa ;'] Sin[B,y] Sin,y’] Sinly,z] Sin[yZ']

PR Y
abe o, o +Bj+ %

(9.34)

Equivalence between Eq. (9.29) and Eq. (9.34) may be verified by performing a Fourier
sine expansion of 8 j[z, 7], whereby

2 (€ .
Sijk = Efo gi,j[Zr Z/]Sln[ykz] dz

32 (Sinh[y,;j(c -]
Sinh[yl-,jc]

v
= aber, fo Sinh[y, ;z] Sin[y,z] dz (9.35)

Sinhly, 7' f *Sinhly, (¢ - 9] Sinly2] d )

_— inhly, .(c - in ,

Slnh[%,]c] p %,/ c—Z Yilaz

Although it is not difficult to evaluate these integrals by hand and simplify the result using
standard trigonometric identities, we prefer to let MATHEMATICA® perform the ‘grunt’ work
to obtain

Simplify[ 32n Sinh [Yi,j (c- z’)] _I;z, Sinh [yi’jz] Sin [ykz] d1z+
abey, ;| sinh [y, ;]
Sinh [Yi,jz’] [ sinh [Yi,j(c - z)] Sin [y,z] dlz\‘

sinh [y, sc] )l
{Yf,j >+ sz , 8in [yc] = 0} ) / /Simpli fy

32rxSin [ykz’]
abc(af+f5’§) +abcy

in agreement with our analysis based upon Poisson’s equation.
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A point charge ¢ located at position 7 within a grounded box produces an electrostatic
potential

plrl = qo[r — 7] = yY[r] = qG[7, 7'] (9.36)

while a charge density distributed within the box produces
o1 = [ Gt 1av ©37)
14

where V denotes the enclosed volume. The integration can be performed using either form
of the Green function, whichever seems simplest for the actual interior charge distribution.
Of course, in real life, such integrations usually must be performed numerically outside
the classroom.

9.2 Green’s Theorem for Electrostatics

In electrostatics or magnetostatics we are often given or seek to define either the potential
or the field on some closed surface and then need to determine those quantities everywhere
within the volume enclosed by the bounding surface. Although one could, in principle,
compute the potentials by adding the contributions of all charges and currents, we often do
not know the detailed distributions of charge or current outside the volume of interest. For
example, if we use a battery to maintain a constant potential on an electrode, we probably
cannot guess the distribution of charge on its surface except in the simplest of geometries;
hence, we are faced with a boundary-value problem. Once we know the Green function for
a point charge within the volume of interest subject to the specified boundary conditions,
we could compute the distribution of surface charge induced upon the electrode by the
interior charge density. Dirichlet boundary conditions specify the value of a scalar poten-
tial ¢ on the surface S while Neumann boundary conditions specify its normal derivative.
Sometimes one encounters mixed boundary conditions for which the value is specified on
some portions and the normal derivative on others. Cauchy boundary conditions specify-
ing both the potential and its normal derivative are too restrictive for Poisson’s equation,
generally precluding existence of a solution, but can be useful for other subjects.

In this section we use Green’s theorem to construct formal solutions to either Dirichlet
or Neumann boundary value problems for Poisson’s equation. First we review the deriva-
tion of Green’s identities based upon the Gauss divergence theorem. Let A represent a vec-
tor field within a volume V bounded by a surface S. The divergence theorem then states

f%-?\dvzggix-dﬁ (9.38)

where dS = 2 dS is the directed element of surface area with 7 being the outward normal.
If we choose A = Y V¢ where ¢ and ¢ are differentiable scalar fields, substitution of

A=yVp =V -A=yV+Vy V¢ (9.39)
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into Gauss’ theorem immediately yields Green’s first identity

f(wzqﬁ + VY- Ve)dV = 56:,0% -dS = SEU,Z% ds (9.40)
where

% _ ;.5 (941)

on

is a convenient shorthand notation for the normal derivative, the component of the gradient
in the direction of the outward normal to a surface. Interchanging ¢ and ¢ and subtracting
the new form of the first identity then provides the more symmetric Green'’s second identity

f(le - Vi)V = SB(!//W’ $Vy) - dS = 56(¢——¢a—w)d5 9-42)

Poisson’s equation for the electrostatic potential ¢ takes the form
V2Y[7] = —4np[7] (9.43)

where p is the charge density found within volume V. The contributions of charges that
might be found outside the volume of interest are represented by the boundary conditions,
either the potential or its normal derivative on the bounding surface. It is useful to define
the Green function G[7, 7] to be the potential at 7 produced by a unit point charge at 7 as
the solution to

V2GIF, 7] = —4nd[F — 7] (9.44)

subject to appropriate boundary conditions to be specified later. Next we apply Green’s
second identity by choosing ¢ to be the electrostatic potential and ¢ to be the Green func-
tion, such that

f WIFIVAGE, ] - GIF, # IV 20l ) dV

SE(W' L Gu

Using Poisson’s equation and the definition of the Green function this becomes

!ﬁ[]

(9.45)

_4n f WIF16TF - 7] - GIF. ¥ Jo[F D dV”
§($ [71] aG[A 7l - G[r, ?/]aw[A,])dS' (9.46)

Thus, we obtain a formal solution to Poisson’s equation in the form of Green'’s electrostatic
theorem

0 8G_\A'
UiF] = f Gl # ol 14V + SE(GF #1 “ M has o

If there were no bounding surfaces, the first term would represent the familiar electrostatic
potential produced by a specified charge distribution. The second term then represents
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the contribution made by external charges that determine the conditions on the bounding
surface.

For Dirichlet boundary conditions specifying ¢ on S, it is convenient to require that
the Dirichlet Green function, Gy, vanish on § such that

¥ S = GolhF]=0=
N N L OGH[7, 7
Ul = f R FIRF 1AV - 95 w12 IS o (9.48)

The corresponding result for Neumann boundary conditions, specifying oy/dn’ on §’, is
slightly more complicated because we cannot simply require Gy/dn’ to vanish on §’.
The problem is that the average value of the normal derivative on the bounding surface is
constrained by Poisson’s equation and Gauss’ theorem such that

fV’ VG, #1dV’ = f—47r5[?— 7l1dv’ = SEV'G[A ¥1-dS’ (9.49)
requires
95‘ &/] ds = —4rx (9.50)
on

Hence, the simplest boundary condition we can impose upon Gy is

IG\I7, 7] b

N 7 9.51
on’ S ( )

where here S is the area of the bounding surface. Thus, a formal solution to the Neumann

boundary-value problem can be expressed as
0Gy [A A’] _An
o S

(9.52)
— Y] = W + f Gyl FlolF]dV’ + - 56 GulF:

1 31#[ ']

where (/) denotes the average potential on S. Often Neumann problems appear in exterior
form where the region of interest is outside an inner boundary and can be interpreted as
within an outer boundary that is taken to oo, such that

S5 00= () >0, %ﬁaOz (9.53)
UlF] = f Gyl# P lpl#1dV’ + % 56 Gyl7, ?']a‘g’[j,/] ds’ (9.54)

where only the inner surface provides a finite contribution.
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9.3 Separable Coordinate Systems

The Laplacian operator can be expressed in a curvilinear coordinate system with 7 =

(€1, & &) as

3
1 0 (h hyhy O
Vi = — | 122 9.55
Y ity 2% (5 %) 0
where
3 ox. 2
2 _ =
n; = Z( af}) (9.56)
Jj=1 !
are diagonal elements of the metric tensor
3
ox. ij
8 i= —t—= (9.57)
08 0,

relating the cartesian coordinates (x;, x,, X;) = (%, ¥, z) to the curvilinear coordinates (£, &,,
£&5). We consider a coordinate system 7 = (£, &,, &) separable when a product function of
the form

w[é:]’ é:z’ §3] =X] [f]]Xz[fz]X3[§3] (9~58)

permits the Laplacian to be expressed in the form

vy R A N A I AT
J —fl[fll(xl[fl]afl(g[&] R pa U
fi2l61f350651 0 0X;1&5] )
e G ICED
One can then separate the homogeneous Helmholtz equation
Vi + kY =0 (9.60)
in a sequence of steps
f35l85] d dX;[&]
el =2 9.61
Xie e (161 g, ) = 06D
L&) d dXx,[4,] _
S AAL A (16 . |+ il =1, 9.62)
1 d dX,[¢,] o
fl[sﬂ](xl[gl] O )+A)-— K 9.63)

that produces three second-order ordinary differential equations coupled through the two
separation constants A, and A,.

It turns out that there are 11 orthogonal coordinate systems that are separable in this
manner. A comprehensive analysis can be found in the treatise by Morse and Feshbach.
Here we will be content to illustrate the general method using just the most common of
these systems: rectangular, spherical polar, and cylindrical. We have already discussed the
rectangular case and now proceed to spherical and cylindrical coordinates.
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9.3.1 Spherical Polar Coordinates

Using the familiar spherical polar coordinates

x = r Sin[6#] Cos[¢] (9.64)
y = rSin[6] Sin[¢] (9.65)
z = rCos[f] (9.66)

the Laplacian takes the form

19 /(.00 1 0 (., . 0y 1 Py
V2 =——(2—)+7—(S 9—)+7— 9.67
V= 2o\ ar )T Psina 96 O™ 56 ) 2 singer o0 ©-67)
We propose a separable solution of the form
y[7] = R(r|©[6]0[¢] (9.68)
for which the Helmholtz equation becomes
10(,0R 1 190 (., 00 1 160 ,,
—_ 22 ——(Sin[f]— |+ —— ——= +kr* =0 9.69
Ror (r 6r)+ Sin[a](aao( in] ]ae)+ Sin[oR @ 92 |~ ©.09)

Recognizing that only one term depends upon ¢, we define a separation constant m using

1 d*® .

EW == —m2 = o= @illﬂ¢ (970)
leaving

10 (,0R 1 18 (., 00 m? 5 5

. — — [ Sin[f] = | - K2 = 9.71

Ror (’ ar)+ Sin[@]@@é)( inf ]ae) sinfr " ©-71)

Isolating the 6 dependence using a foresightful separation constant
Sin[e]d% (Sin[O]%) —m’® == —I(I + 1) Sin[0]°© (9.72)

and employing the transformation

. d® 2 d®
x = Cos[f] = Sin(f]—7 = - (1 - %) —— (9.73)

we recognize the associated Legendre equation

2 2
(1-x%) ‘27(? - 2x‘§7? + (1(1 +1)— 1m 2)@ = 0= 0[x] =P, [x]. Q,,[x] (9.74)

whose solutions are combinations of regular and irregular associated Legendre polynomi-
als. Finally, using

ulr]
T

R[r] = 9.75)
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the radial equation reduces to the spherical form of Bessel’s equation

17+1
"4 (k2 X > ))u =0= % = jjLkr], mlkr] (9.76)
whose solutions for k£ > 0 are composed of regular and irregular spherical Bessel functions.
Therefore, general solutions can be constructed from appropriate linear combinations of
the schematic form

7 = Jilkr)\ [ P,,,|Cos[6]]) [ €™
) ; i (”j[kr]) (le,mECOS[G]D (e—m) 9.77)

where ¢, is a constant coefficient that multiplies terms obtained from the appropriate
choices from each of the three columns. Often the boundary conditions will eliminate
one of the choices from each column, but otherwise we need to superimpose all possible
combinations for the most general conditions. Similarly, depending upon the nature of k it
might be more appropriate to employ modified Bessel functions or

k- 0= jlkrl >/, nlkr]->r ™! (9.78)

Remember, this method provides a useful strategy, but it still must be adapted to the par-
ticular features of the problem at hand.

Often it is much more convenient to combine the angular functions into spherical har-
monics and to use the identity

0+ 1
vy 10,01 = ( Ot s )u[r]) ¥,,,[6, 61 9.79)

The Helmholtz equation then reduces to the radial equation
W] + (k2 a+ 1)) (1] =0 (9.80)

such that ¢/[7] can be represented as a multipole expansion of the form

k
o= Y 0 ey, 16,41 9.81)

Lm

where the ¢, are expansion coefficients and u,[kr] is a conveniently normalized solution
to the radial equation and its boundary conditions. Note that we have assumed, for sim-
plicity, that the irregular Legendre functions can be discarded, but generalization should
not be difficult.

It is also useful to commit to memory some of the standard Green functions for open
boundary conditions. Namely, for Poisson’s equation we find

V2G[7, 7] = —4nd[7, A’]:G[??]— = Zzz+1 rjjl [F1-Y[#] (9.82)
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where we remind the reader of the convenient notation

/
Y[7]- Y] = Z Y, [0, 015,10, ¢'1= " ¥;.,16,61Y,,[0, ¢']

m—[—l m=—1 (983)
= > (Y, [6,017,,10, ¢']
m=—I

Similarly, for the Helmholtz equation one finds

(V2 + K)GIF, 7] = —4nd[7, A’]
Exp[+uk|r

[r —

(9.84)

— GO 7] = = +4msz],[kr Wi [kr 1Y[#1 - Y]

*) . . . . . . .
where h; = Jj, ® in, are spherical Hankel functions for outgoing (+) or incoming (-)
boundary conditions. The radial factors are obtained by interface matching with the aid of
the Wronskian for the radial differential equation; we leave the algebra as an exercise for
the reader.

9.3.2 Cylindrical Coordinates

Using the cylindrical coordinates

x = & Cos[¢] (9.85)
y =& Sin[g] (9.86)
=2 (9.87)

the Laplacian takes the form

aw) L3y Py

gag (fag &2 94° 3z2 ©-88)

Vi =
We propose a separable solution of the form

v [7] = RIE1D[)Z]z] (9.89)

for which the Helmholtz equation becomes

110 (06Ry 11860 18z
( ) + k% = (9.90)

reoe o) T wrar 7oz

Separating first the ¢ dependence using trigonometric functions with periodic boundary
conditions and then the z dependence using hyperbolic functions assuming finite range,
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we obtain
2

%g% = —m’ = 0lz] € (¢, ) 9.91)

102, '
Z 92 = % = Zlz] € (Sinhla,z], Coshla, 2]} (9.92)

L9 (LORY (1. » m)

¢ o¢ (55) ’ (k Y- a )R = 0= RI¢] € U, 18,61 N, [B,£1) (9.93)
with =+ o 094

where we have assumed, somewhat arbitrarily, that the separation constants {m, @, B} are
real; if not, we replace a trigonometric function by an exponential function or a Bessel
function by a modified Bessel function. The schematic notation f e {f|, f,} indicates a
suitable choice or linear combination of solutions that satisfies the appropriate boundary
conditions. Therefore, complete solutions can be constructed from linear superpositions of
the schematic form

21 J,1B,£1\ ( Sinh[e,z] \ [ €™
1= 3 5 (Comer ) o) 9095

Depending upon the boundary conditions, it might be more convenient to employ
trigonometric functions for Z and then modified Bessel functions for R. Alternatively,
sometimes it is more convenient to separate the R dependence first and then match across
an interface with respect to Z. If the range of the angular variable is restricted, different
boundary conditions and different angular functions could be needed. It takes experience
to anticipate the optimum choices for a particular problem, and some of that experience
can be acquired by solving the problems at the end of the chapter! In the remainder of this
chapter we will concentrate upon spherical geometries, but many problems with cylindri-
cal geometries are provided. Rather than attempt to apply the results derived here directly,
it is usually better to perform the separation of variables for each problem anew in order
to make informed decisions regarding the order of separation and the nature of separation
constants.

9.4 Spherical Expansion of Dirichlet Green Function for Poisson’s
Equation

We seek to construct a Green function for Poisson’s equation that vanishes on the concen-
tric spheres r = a and r = b and satisfies

V2G[7, 7] = —4n[f -7], G=0onr=ab (9.96)
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in the enclosed volume. It is natural to employ spherical polar coordinates and to make a
multipole expansion of the form

G[7, 7] = Z glr, PV [7] - Y [#] 9.97)
!

olr

o7 -] = r_z’] IRIGRAG (9.98)
!

where g, satisfies the radial equation

1dP(rg) 10 +1)
rodr? r

4
glr ') == olr = r' (9:99)

Solutions to the homogeneous equation that satisfy either the inner or the outer boundary
condition take the form

rer =g, =A((£)] . (2)”) 9.100)

P> =g = B((%)I - (%)”) (9.101)

and are subject to matching conditions
I 1 7 —I-1 7 4 ” —I-1
8 =8 ﬁB((z) -(5) )A((—) (%) ) G102
4 B N\ 7\—1-1 A N r\—1-1
Ag ::——”2=>—,(1(r—) +(l+1)(r—) )——,(l(r—) +(1+1)(r—) )
(r’) r b b r a a

(9.103)

across the interface. It is convenient to rewrite these equations as
B(l - p) = A(l - a) (9.104)
B( + B0+ 1)) — A(l + a(l + 1)) = —4n(')""! (9.105)

where
2+1 b\H+!
@= (3) B= (—) (9.106)
r r

It is now easy, albeit tedious, to solve these equations

sol = Solve [{B(l -B) =A(l-a),B(1+B(1 +1)) -A(] +a(] +1)) == -4x (r')"'l} ,
{A,B}] [[11]/ /Simplify

{A LG IO CORSNIE L (G LT (r/)‘i"}
(1+21)(-a+p) (1+21)(a=-p)
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and to construct the two pieces

(- ) () ()}

da-> (r' )21*1 ,B- ( )2“1} / /Simpli fy

[0 ) (a2

_ (1+21)( (2)7+(2)™) ’

()T B)) (1 (2)) (r’)‘“}
(r+20) ((2)™ - (2)™)

Therefore, combining the two pieces, we obtain the Dirichlet Green function for the vol-
ume between concentric grounded spheres as

2/+1 20+1\(,-21+1 2/+1
4n L @ = rHed -t

o
glrrl = 27+ 1 (r<r>)’” P2 _ 20l

(9.107)

where r_ is the smaller and r_ is the larger of  and 7’. Notice that this function is simply
the product of the inner and outer solutions with a normalization based upon their Wron-
skian; that general form should be familiar from our work on Sturm-Liouville systems and
appears often in various guises.

Several important special cases

4 A r
a—>0=>g,[r,r]=21+lzfl(l—(f) ) (9.108)
4 ¥ a "™
b 1= = 1-|—= 1
o0 =>g[rr]= 2I+1rj [ (r<) (9.109)
4 ¥
a—>(),b—>oo=>g,[r,r’]=21j_rlr]—f] (9.110)
>

can be obtained from the limiting behaviors when one or both of the radii assume extreme
values. The first case listed above describes the interior of a sphere of radius b, the second
describes the exterior of a sphere of radius a, while the third describes an open geometry
without bounding surfaces. The result for open geometry should already be familiar from
the multipole expansion

1 L
[F-7| L4204+ 1/01

—=Y,[7]- Y[ ] (9.111)

for the potential of a unit point charge in empty space.

Given an arbitrary charge distribution p[7'] in the volume between concentric spheres
with specified potentials ¢, = ¥[a, 6, #] and ¥, = Y[b, 6, ¢], we can now compute the
electrostatic potential anywhere within the enclosed volume by integrating

1
Yl7] =f GI[7, 7 1pl71dV’ - Esgw [#IV'G[7, 7] dS’ 9.112)
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taking care to interpret the directed element of surface area as outward with respect to the
enclosed volume such that

¥ =a=dS =-a*dQ'¥ (9.113)
¥ =b=dS = +b*dQ¥ 9.114)

where 7 is the radial unit vector. Thus, the second contribution to the potential produced
by a point charge in the presence of a grounded sphere must represent the potential due to
charges on the surface of the conductor. Several examples of the use of this Green func-
tion are given below. Some of these examples are simple enough to evaluate symbolically,
but generally numerical integration would be required for nontrivial distributions. Never-
theless, a mathematician would consider the problem solved because numerical integration
can be performed by computer in a straightforward manner. A physicist, on the other hand,
would probably require a more practical demonstration that the numerical method works!

9.4.1 Example: Multipole Expansion for Localized Charge Distribution

Suppose that we seek the electrostatic potential

oiit = [ Gir i1 av ©.115)
for distances » >> R where R represents the radius containing all of the charge, such that
GIF.¥1 = ) gl r Y[ - Y] 9.116)
7
dr rL ar "
" - f< L 117
gilrrl A+ 1/ 2Ar 1 ©-117)
The potential then takes the form
A=y Ly s 9.118
Ylrl = p) 1l (9.118)
Im
where the multipole amplitudes are
= (v 16, 6)pli1av 9.119)
ql,ln_21+1 Im ’¢pr .

The lowest nonvanishing multipoles tend to dominate for > R.

9.4.2 Example: Point Charge Near Grounded Conducting Sphere

The potential due to a point charge near a grounded conducting sphere has two contribu-
tions, one from the point charge itself and another from the distribution of surface charge
needed to maintain the conductor at constant potential. One can show that the contribu-
tion of the induced surface charge density is equivalent to the potential produced by an
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image charge. Suppose first that the point charge is inside the conducting sphere, such that
r,r’ < b. By writing

i’ (r_>)2”1 _ l(r<r>)l _ l(i)l _n (9.120)
Y b\ b b\p*)  br
we obtain
an AL\ r, 1
> Y[i-Y[¥]=2 9.121
1 21+1r’>+‘(b) L Y o120

where 7, = #(b/r’)? is the location of an image charge outside a sphere of radius b induced
by a point charge inside the sphere at 7. Similarly, by writing

r1< a 2/+1 1 a2 I+1 1 a2 1 ra r1a
F r— = ; . = ; W = ; r]+l (9. 1 22)
> < <>
we obtain
. ,J< 4\ , 1
_ Y 71 - Y 7l =< 9.123
: 2l+1r’>+1(r<) R oy 129

where 7, = 7#(a/r’)? is the location of an image charge inside a sphere of radius a induced
by a point charge outside the sphere at 7. Therefore, the potential for a point charge at 7/
in the presence of a ground conducting sphere of radius R becomes

R

‘ R\’
Uil = oL+ I with g =g, 7= (—) 7 ©.124)
=7 Ir-7| r r

where g, is the magnitude and 7, is the location of the image charge. The same expression
is obtained whether the charge is inside or outside the sphere but, of course, the potential
vanishes in the region on the opposite side of the conducting surface from the point charge.

The actual surface charge density is determined by the normal derivative of the elec-
trostatic potential according to

1 (oY
=——|—= 9.125
7 4r ( or )r:R ( )
which, after simple but tedious algebra, reduces to
2 R2
oo 4 Ir | (9.126)

47R (R> - 2R Cos[6] + r?)"

where Cos[6] = 7- 7/ is the polar angle on the sphere relative to the line between its center
and the point charge. A simple calculation shows that the total induced charge

1 —q, ’ R
2R f o dCos[f] = { 4 r= (9.127)
-1 —qR/7", ¥ >R

is not necessarily equal to the image charge. If the point charge is inside the grounded
sphere the induced charge is equal to —¢g so that the net charge and the potential outside
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Figure 9.1. Surface charge density induced upon a grounded sphere of radius R by a point charge at

7

r.

the sphere vanish. On the other hand, if the point charge is outside the sphere the total
induced charge is inversely proportional to the distance from the center of the sphere.
In either case, the induced charge is concentrated nearby when the point charge is near
the surface and is spread more uniformly as the distance between the point charge and
the surface increases. Figure 9.1 show the angular distribution of induced surface charge
density for several values of 7' /R.

Although it is probably easier to obtain the Green function for a single grounded sphere
using the method of images than the expansion in spherical harmonics, the problem of two
concentric spheres would be rather difficult to solve using images because an infinite set of
images is required. The expansion in spherical harmonics, by contrast, is no more difficult
for a spherical shell than for a sphere and contains the latter as a special case. The Green
function method is much more versatile than the method of images.

9.4.3 Example: Specified Potential on Surface of Empty Sphere

Suppose that ¢ == f[6, ¢] is specified on the surface of an empty sphere of radius R. The
interior potential is then determined by

R R? oG, 7] ,
ol = -5 95 me.e(*55) o 9.128)
4n or F=R
where dS’ = #R? d(Y is the directed differential area and
G, 7] = Zg;[r, 1Y [7] - Y] (9.129)
]
, 471' r1< r> 21+1
slr =5 F(l -(7) ) o150

is the Green function for the interior of a sphere. The radial derivative is simply

oglr, r'] B Ar ry
(7&, )r_R— RZ(R) (9.131)
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such that

r<R=ylr6¢] = Z ((%)I Y,,.16, ¢] f Y, |0 4] F|0. ¢] cm') (9.132)
Lm

can be evaluated numerically for any surface potential. Similarly, the exterior potential is
determined by

dn 1L R\ dglr, '] 4r (RY*!
[ BY | o (sl ] ) =_(_) 9.133
glrrl= 21+1r1+1 ( ( <) ( o ) R\F ( )
Then, using dS’ = —#R% d{Y as the outward normal to the boundary of the exterior region,

we obtain

l+1
r>R=ylr6¢] = Z ((r ol ¢]f AN 2 ¢']¢m') (9.134)

Lm

These results can now be combined in the form

rI
w[r’ 6’ ¢] = Z rj—:lwlm Im[e ¢] (9135)

ILm

where now r_ is interpreted as the smaller and r, as the larger of » and R and where the
multipole amplitudes are given by

wl,m = fY[,*m[e’ ¢]f[0’ ¢] dQ) (9136)

The same results could have been obtained by writing the eigenfunction expansions for
in the interior and exterior regions and matching the boundary condition at the surface
without using the Green function. (Try it!)

Suppose that a point charge is found near a sphere of specified potential. According
to the superposition principle, the electrostatic potential can be constructed by adding the
potential for a point charge near a grounded sphere to the contribution by a sphere with
specified surface potential in otherwise empty space. More generally, if there is a charge
distribution near a sphere with specified potential, one adds the contribution for each ele-
ment of charge, dq’ = p[#’']dV’ for a grounded sphere to the contribution of the surface
potential, as represented by the formula

1 - N
Ul = f GIF. 7 Ipl1aV’ - 56 UFIVGIE 7] - S’ 9.137)

where the appropriate Green function is used in the interior and exterior regions and where
ds’ is radially outward for the interior or inward for the exterior regions. The surface
contribution can be represented by a multipole expansion while the net contribution of the
charge density and its corresponding induced surface charges can be represented either by
multipoles or by images.
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9.4.4 Example: Charged Ring at Center of Grounded Conducting Sphere

Suppose that a charged ring of radius a is centered within a grounded conducting sphere
of radius b. It is convenient to equation the Z axis with the normal to the ring, such that

plrl = 2L5[r — a]s|Cosl0]| (9.138)

naz

represents the charge density. The electrostatic potential is determined by

oiit = [ Gir i1 av” 9.139)
with
G, 71= Y. glr I Y] 140
1
4 r] 21+1
silnrl= 2111 g (1 _(%) ) 14D

Azimuthal symmetry with respect to ¢’ limits the expansion to terms with m = 0, for
which

21 + 1
ar

172
Y016, ¢] = ( ) P|Cosld]] (9.142)

Therefore, we obtain
p; 20+1
il =q), 55 (1 -(3) )P,[OJB[COSWJ] ©-143)
7 >

where r_ is the smaller and r_ is the larger of r and a. Although P,[0] can be evaluated in
closed form, the series is not simplified thereby. Nevertheless, the potential can be evalu-
ated numerically using a simple program; however, it is often necessary to include many
terms in order to achieve the desired accuracy. An example is provided in Fig. 9.2 for a/b
and summation up to / < 50.

9.5 Magnetic Field of Current Loop

The current density for a circular loop of radius a in the xy plane can be expressed as

J=1,4 (9.144)

(9.145)
where the azimuthal unit vector can be expressed in either Cartesian or spherical bases as

¢ = - Sin[g]x + Cos[¢] = — (e e, +ee.) (9.146)

5=
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Figure 9.2. Equipotentials for a charged ring of radius a centered within a grounded sphere of radius
b, where a/b = 0.5.

where

b,=———2 =X _2 g =¢ (9.147)

o 9.148
(9.148)
1 N [ 471' ’ ’ 7 rI v
= EZ Z 2] + Y]vm[g’ ¢]fdﬂ drrz‘][ ]}"1+1 Im[e ¢]

then becomes

- ?aZ ,J+l Z Y 0¢]f de¢'y, lm ¢]\/—(@_l¢€’ +e?e _) (9.149)
=0 >

m=-]

where r_ is the smaller and r_ is the larger of r and a. By writing

Y10, ¢1=Y,,10,0le™ = f dey;, [0, ¢le*? = 276, .Y, ,,16,0] (9.150)
we obtain

- 1 4 7L

AlF] = 2n—“ X /—

SPIN
(, 16,017, 1[2 0|e ‘i¢é++Y,’1[9,O]Y,‘1[g,O]ewé_) 9.151)
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Figure 9.3. A, for current loop.

Next we use

Y=Y, Y,00.01=Y,,16,0]
to obtain
. lay 4n 7 n
AIF) = 2n7 Y S 510,01, [ 5,0
1=0 >

Finally, we use

% [71' O] O, I=2n
bl = Tl =172 op+ 1)1
PR o e S =2
and
4l + 1)\ 12

Y,,16,0] = - (W) P, [Cos[0]]

to obtain
. Ia < (=) (2n — DI 2
AglF] =27 NS éﬁsznH,l[Cos[@]]

9 Boundary-Value Problems

(9.152)

(9.153)

(9.154)

(9.155)

(9.156)

in terms of associated Legendre polynomials. The appearance of associated Legendre
polynomials in the vector potential, instead of ordinary Legendre polynomials in the scalar
potential for a ring, reflects the different symmetry properties of vector and scalar fields.

Contours of A, are sketched in Fig. 9.3.
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The magnetic field is obtained using
-1 9 iy, B=-~24ay, B,—0  ©.157)
" rSin[6] 40 ¢ O ror Y ¢
The angular derivative can also be expressed as
1 é 6 1
Sin[6] 00 ox Sin[6] 90

where x = Cos[6]. Expressing the associated Legendre polynomial as

A=A,0 =B

0
9 (Sinfo1a o) = =5 (1 =324, ) (9.158)

12, 0 12 . )
P]]][X] :(1 —xz) Pl[x] 5 a((l_xz) Pl,l[x])z(l_xz)])[ [x]—2xP][x]
(9.159)
and using the Legendre differential equation, we find
1 0
Sinid1 96 (Sin[61P, [ Cos[61]) = 1t + 1)B[Cos[6]| 9.160)
and obtain
la v (- (2n + 1)H s
e Z T Py, 1[Cos[6]] (9.161)

>

The B, component is easily evaluated but must be separated into inner and outer regions,
whereby

3 4 ( )n (21’1 _ 1)” r2n+1
r<a=by= 77; 7 a2 Pir
n=0 :

Ia 0 ()" 2n+ DI a1
r>a239:—27(; o WW 2n+1,1
n=0 ’

[Cos6]] (9.162)

[Cosl6]] (9.163)

9.6 Inhomogeneous Wave Equation
9.6.1 Spatial Representation of Time-Independent Green Function

Consider an inhomogeneous scalar wave equation of the form
1 0? 2\ .
297 Vo ul7, t] == 4npl7, t] (9.164)

where i represents the wave amplitude, c is the phase velocity, and p represents a source
that we assume is localized in both space and time. It is useful to perform a Fourier analysis
of the time dependence

ol7 1] = f Cdo e p, [7] (9.165)

oo27r

Ylr, ] = f " f—‘”e—wwk[?] (9.166)
oo 2T
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such that the spatial dependence is described by the inhomogeneous Helmholtz equation
(V2 + &)y [7] = —4np,, [F] (9.167)

where k = w/c is the wave number. One could, of course, perform a Fourier analysis of
the spatial dependence also, but we prefer to begin with a more traditional partial-wave
expansion of the Green function, which satisfies an equation of the form

V2G + K*G = —4nd[F — 7] (9.168)

with boundary conditions to be specified later. Once we have the Green function, the solu-
tion to the original wave equation becomes

U lr] = ¢, 7] + f G, 7lp, [F'1dV’ (9.169)
where ¢, is a solution to the homogeneous equation
(V2 + K2 [F] = 0 9.170)

that is determined by matching the boundary conditions.

For example, in the time-independent formalism for scattering by a localized distribu-
tion, one specifies that the asymptotic wave function takes the form of an incident plane
wave plus an outgoing spherical wave of the form

Explik'r]
r

r>> ' = Yy [F] = Explik - 7] + f[K', k] (9.171)

where the scattering amplitude f is the amplitude of the spherical wave. The incident wave
vector k = %IAc specifies both the frequency w and c}irection k for the incident wave while
the direction of the outgoing wave is specified by k£’ = 7. The magnitude of the scattered
and incident wave vectors are equal for elastic scattering, such that k¥ = k = w/c, but
differ for inelastic scattering. If we choose the Z axis along the incident direction, we may
write the asymptotic wave function for elastic scattering as

r> 1 = Y, [7] ~ Explikz] + f,16, ¢]M (9.172)

,
Including the time dependence, the planes of constant phase in the incident component

o[7, t] = Expli(kz — wr)] (9.173)
are clearly seen to travel in the direction of increasing z with phase velocity c. Similarly,
spheres of constant phase in the scattered wave
Expli(kr — wt)]

r

Yo l7, 1] o (9.174)

move radially outward with the same phase velocity. Thus, outgoing boundary conditions
require

)« Explikr]

r>r = Gy [r, 7] (9.175)

However, a more rigorous treatment would represent the incoming wave by a localized
wave packet of finite extent, rather than a plane wave.
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Recognizing thatk - 0 = G - [r — 717!, we seek a solution of the form

_ 8lR)
R

where R = [F—7|. It is convenient to temporarily shift the coordinate system to make 7 —0
and to employ

G (9.176)

V3(fg) = fV?g+gVif +2Vf Vg = v2§ = %Vzg - %g—f — 47n6[7] (9.177)
Using the spherical symmetry of g[r] to write

viglrl = %:—rzz(rg[r]) = rg’[r] +2¢[r] (9.178)
the Helmholtz equation becomes

g'[r] + K glr] = —4n(1 - glrDdlr] (9.179)

Therefore, by requiring g[0] == 1 we immediately obtain g = a Expl[ikr] + b Exp[—ikr]
with a + b = 1. Outgoing boundary conditions require G o ¢*R/R for R — oo, such that

(+) s o Explikly —71]

Gi [r, 7] E (9.180)

—7]
represents an outgoing spherical wave produced by a point source at 7. Similarly, the
Green function for incoming boundary conditions becomes

. Exp[—ik[F — 7
GO ) = BRI o oy (9.181)

=71
It is also useful to express these functions in terms of spherical Hankel functions

(£)

Exp[+ikl7 — 7 +
G 7] = xpl£iklr —71] )

— = +ikho "[klF — 7] (9.182)

Ir =7
where only / = 0 is needed because the Green function is spherically symmetric with
respect to the distance from the source.

Suppose that p,, represents a localized source, such as an antenna, that radiates out-
going waves and that there is no incident wave. We can then drop the ¢, contribution and
employ the Green function for outgoing boundary conditions, such that the solution to the
inhomogeneous Helmholtz equation takes the form

. Expliklr —71] ., ,
U lr] = priA,Pw[r]dV (9.183)
[r =71
In the far field, where r is much greater than any +* for which p , has appreciable strength,
we may use

P E -kA_-‘/ E k N
r>r = -7~ r(l -t ) - Xp|[lZ I”A,l o 2ot Exp[—ik-7'] (9.184)
r -7 r

where k = k# to approximate the Green function. Note that it is important to include the
dependence of the phase of the exponential upon ' because cancellations between various
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parts of the source are crucial to the amplitude and angular distribution of the scattered
wave, but the variation of the denominator is much less important and can be neglected for
a localized source. Thus, in the far field we obtain an asymptotic approximation

~ Explik
Fo 1 = 7] ~ fIRRIR] (9.185)
that has the form of an outgoing spherical wave whose angular distribution
flk) = f Expl—ik - 7)o, [F']1dV’ (9.186)

is governed by the Fourier transform of the source. The quantity f [k] is known as the
form factor. Similar form factors appear throughout theories of radiation or scattering. The
interpretation of the form factor should now be clear. When the field point is sufficiently
far from the source to treat the rays received from various parts of the source as parallel,
the total amplitude is given by the sum of amplitudes from each part of the source with a
phase, relative to the center, given by —k-7.

It is often useful to expand the form factor in terms of multipoles of the source. Expand-
ing the plane wave in spherical harmonics

Exp[—ik - 7] = 4n Z i [k ] - V7] (9.187)
1
the angular distribution can be expressed in the form
fll=Y"C - vik = f16,61 = ) G, [KIV,,,[6, 6] (9.188)
1 Lm
where the coefficients
Gkl = i fj,[kr]Y,’m[?]pw[?] dv (9.189)

are Fourier—Bessel multipole amplitudes for the source.

9.6.2 Partial-Wave Expansion

It will often be useful to have a partial-wave expansion of the Helmholtz Green function.
Let

Gyl 71 = Zg,[r, P IYIR] - Y[ (9.190)

S[F—7]= r_r]ZY? [¥] (9.191)

where the boundary conditions will be specified later and where the k dependence in g, is
left implicit. Using
10%(rg,lrl) 10+1)

Vg [rlY,, [0, ¢] = (r oz~ g,[r])nm[a ¢l (9.192)
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the radial equation becomes
&g lr, '] 2(9g,[r, '] . (k2 1+ 1)) olrr
or r or
The homogeneous equation is recogmzed as the spherical Bessel equation. If we require

g, to be regular for r < v’ and to obey outgoing boundary conditions for » > 7/, then we
expect g, to take the form

olr—r']

rr’

== —47T (9 193)

gl 1= Aj [kr_] hi” [kr.] (9.194)

where A is a constant, j, is the regular spherical Bessel function, and h§+) is the outgoing
spherical Hankel function. The constant is determined by the discontinuity in slope
oglr, v’ 4 ons Tk 0jlk 4
A(L[r d ]) 1= ( L ]—’ Ikr] i 2| 4

o 5= = 9199

where the term in the final parentheses is the Wronskian between the solutions in the inner
and outer regions. Using

n oh 0
O] = i+ i x] = Jjx ]’a—m—h 2

= j,[xIny [x]—n,[x1;[x] (9.196)

and the Wronskian

. ) . i ,
JilxImg[x] = ny[x]j7[x] = Z = A = 4nik (9.197)
we finally obtain the partial-wave expansion
(+) s - _ EXpliklF — 7] . o
g i 3tk W) 3 (9.198)

The asymptotic form of the wave function for r > r’, where r’ is limited by the source p,
can now be written as

r> = g [F = @ IF + ik ) h” [kr1Y, 7] f [k )Y e, [ 1dV (9.199)
ILm

The angular dependence of the scattered wave is coupled to the angular properties of its
source. Using the asymptotic behavior of the Hankel function

E i(kr — 1+1

h§+)[kr] N xpli(kr — =-m)] (9.200)

kr

we find
ikr
N 5N e ” N

lF] = @]+ = IZC,,m[k]Y,,m[r] (9.201)
Con =1 [ il W, o, 71V ©.202)

Thus, the scattered wave is expanded in outgoing waves with definite orbital angular
momentum whose amplitudes are determined by a multipole expansion of the Fourier—
Bessel transform of the source.
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9.6.3 Momentum Representation of Time-Independent Green Function

Another useful representation of the Helmholtz Green function is obtained by expanding

2 d?)k’ A T >
Glr, 7] = 3BLK, T 1oLk, 7 (9.203)
(2m)
where @[k, 7] is an eigenfunction of the homogeneous equation
(V2 + i3k, 7] =0 (9.204)
and where
(V2 + KHGI7, 7] = —4nd[F - 7] (9.205)

with the appropriate boundary conditions. Using ¢[7<, 7l = Exp[u’l? - 7] and applying the
differential operator V2 + k*> we obtain

&K
@n)’

(V2 + 2)GIF, 7] = f (K — K)BIK, 71 Explik’ - 7]

s (9.206)
! f o Explik -~ 7)
=—-4nr | —= Explik’ - (7 -7
@y
where in the last step we employ the Fourier representation of the delta function. Using
the orthogonality of plane waves, we deduce

. Exp[—ik’ - #] L &Pk Explik’ - = 7)]
k’, #1 = 4rx = GI[7, 71 =4r 9.207
B[ ] k/2 _ k2 [ ] (27.[)3 k!2 _ kZ ( )
The angular integral can be done by expanding the plane wave, such that
2 (™ o[k’ R 2 [ Sin[k'R
Gl7#] = = f dK'K? 102[ ]2 - f dK'K ”21[ 2]
T Jo k/ —k R 0 k/ -k
o0 oy (9.208)
1 ,., Explik’R]
= — dk' k' ————
inR J_o K — k2

where R = [ — 7/|. Ordinarily we would exploit the symmetry of the integrand to replace
the sine function by an exponential and to extend the range of integration with respect
to kK’ to +oo so that we can use a great semicircular contour closed in the upper half-
plane, but the integrand has singularities at k¥’ = +k that are on the contour. Fortunately,
we still have some unused information, namely the boundary conditions, which can be
used to determine the proper handling of these singularities. Imposing outgoing boundary
conditions in the far field, R — oo, suggests that we should include the positive pole and
exclude the negative pole. With this choice we obtain the same outgoing Green function

Explikl7 — 7]

o)
k Y iy
[r— 7]

G [1,7] = (9.209)
as before. Alternatively, incoming boundary conditions are satisfied by including the neg-
ative and excluding the positive pole. The appropriate contours for these conditions are

sketched in Fig. 9.4.
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Imk’ Imk’

i Re k 4 Re k

Figure 9.4. left: outgoing bc, right: incoming bc.

Imk’ Imk

'k+ ’ 'k— ’
e Re k v Re k

Figure 9.5. left: outgoing bc, right: incoming bc.

Another method for achieving the same result is to modify the Helmholtz equation by
adding an infinitesimal ¢

k—>k+ig:>k’i:kii§ (9.210)

such that the poles at &/, are shifted off the real axis asymmetrically, as sketched in Fig. 9.5.
If & - 07, we obtain outgoing boundary conditions while if 6 — 0~ we obtain incoming
boundary conditions. Therefore, the momentum representation of the Green function can
be expressed as

Gk K] = p —4n 9.211)

2 kP xid
where 0 is a positive infinitesimal and where the spatial representation is obtained using
the Fourier transform
4K Explik’ - (7 - )]
Qny} K -k?+is

GO 7] = —4n (9.212)
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9.6.4 Retarded Green Function

If one performs a Fourier analysis of both the time and spatial dependencies for

Pk (Cdw ;s =
A= | — | —e*p [k 9.213
Pl 1] f S f Sty i 9.213)
Pk (T dw gion o
Atl= | — | —*Tyg Lk 9.214
vk = | oo f a2y (9.214)
the inhomogeneous wave equation takes the form
T N [
(7] =t = gt = s o7 ©215)

where, in this approach, & is not restricted to w/c. The spatial wave function is obtained
by inverting the Fourier transform

Ylit] = —c* (9.216)

&k f"" dw i(ii-ot) Pulk]
Q) J_o 2n w? — k2c?

but care must be exercised in handling the singularity. It is simplest to consider the Green
function for a point source in both space and time, which satisfies an equation of the form

2
(12 % - vz) G[rt:7#,1"] = 4no[F - ¥16 [t — '] (9.217)
C

with boundary conditions to be specified later. Thus, using

pl7, 1] = 4nd[7 — #16[t — ') = p, [k] = 4nExp[—ik - ¥ — wt’)] (9.218)

we find that
3 o (T sy /

O3 1:7.#] = dn? (;zﬂ;; L, doBxplih 07 )] ©.219)
represents a wave produced by a point source at position 7’ at time #'.

The angular part of the integral can be performed easily using

Explik - R = 4x )" i j[kRIY[K] - Y,[R] (9.220)

1

where R=7—7 and R = IRI, such that

22 [ * dew Expl—iw( —1)]
Glr,t;7, '] = — dki?j [kR - = 9.221
70 ﬂfo ol ]Lzﬂ L (0.221)

is limited by spherical symmetry to / = 0. The integrand exhibits poles on the real axis
of the complex frequency plane at w = +kc. The integral does not have a unique value
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Figure 9.6. Contours for Retarded Green Function.

because the poles lie on the integration path, but we can appeal to causality to determine
boundary conditions that specify the appropriate contour. Thus, we require G to vanish for
t < t’ such that causes precede effects. This is accomplished by employing a contour that
is slightly above the real axis, such that w — w + e where € is a positive infinitesimal, and
closing in the contour in the upper half-plane for ¢+ < ¢’ or the lower half-plane for r > ¢/,
as shown in Fig. 9.6. Alternatively, one could imagine shifting the poles slightly below the
real axis, such that w, = +kc — ie and taking the limit € - 0* after evaluating the integral.
Either way we obtain

f‘x’ d_wExp[—y'w(t —1)] _ Sin[ke(t - t’)]®
o 27 (w +ie)? — kKt ke

[t—1] (9.222)

where O is the unit step function.
The retarded Green function then takes the form

2¢Ot 1]

"1 R

Ot -] [ o
= fo dk(Cos[k(R = c(t = 1))

GO 17,1 f dk Sin[kR] Sin[ke(t — )]
0

— Cos[k(R + c(t - 1)]) (9-223)
cO-t] ™ .
= k(E R—c(t —1))].
T I } dk(Explik(R — c(t — 1'))]
— Explik(R + c(t — 1))])
Therefore, we finally obtain a retarded Green function
GOl 17, 1] = W =T = <t = IOl = 1] (9.224)

7 =7
describing a spherical delta-function shell propagating outwards with velocity c. The con-
tribution that propagates inward for earlier times is suppressed by the step function. How-
ever, for some problems it might be appropriate to consider either the advanced Green
function, G, or a standing wave obtained using different boundary conditions.

The wave function for a variable source can now be computed using

IR 1] = ¢ f O =71 = et =IO =] oy 4y gy (9.225)

=7
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such that

= _ M
Ul 1] = f lr =" (9.226)

=7

resembles the solution to the static Poisson equation except that the potential at position 7
contributed by a source at 7 is determined by an earlier, or retarded, time ¢ — |7 — ¥'|/c as
expected for a finite propagation velocity.

9.6.5 Lippmann-Schwinger Equation

The time-independent Schrodinger equation
h2
(—%W + V[?]) W[7] = Ey[7] (9.227)

for positive energies E = #2k>/2m can be expressed in a form
(V2 + K2y [r] = v[FI (7] (9.228)

that strongly resembles the inhomogeneous Helmholtz equation except that the source term
is proportional to the wave function itself. Here we define v = 2mV /#* for convenience.
Thus, a formal solution can be expressed in the form of the Lippmann—Schwinger equation

YlF] = l7] + f GI7, 7 I Wl 1 dr (9.229)
where ¢ is a solution to the homogeneous equation

(V2 +k)¢[F] =0 (9.230)
and where the Green function satisfies

(V2 + KO)GI7, 7] == 6[F - 7] (9.231)
and with outgoing boundary conditions becomes

GO, ) = - XU~ P (9.232)
b ¥ =71

Note that one must always be aware that the normalization of the Green function depends

upon the form chosen for its point source and tends to vary with the application.

With the unknown wavefunction ¢ appearing on both sides of this integral equation,
one may question whether anything has been accomplished. Nevertheless, the Lippmann—
Schwinger equation has proven to be very valuable in developing approximations and
analyzing the general properties of scattering solutions. For example, if the potential is
sufficiently weak, we can assume that its effect is relatively small and use

U~ b= Uil ~ ¢IF] + f GIE, FIVIF 817 | & 9.233)
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to obtain the Born approximation. This approximation can be improved by substituting the
first-order approximation back into the Lippmann—Schwinger equation to obtain

0171 = 901+ [ &Gl VI 1017
+ f &r EPrGlr, FIVIF G, 7 V[ 167 ] + - (9.234)
Although it is often difficult to prove that the series converges, iteration of this successive-
approximation procedure provides a multiple-scattering series that is formally exact. The

notation for this series can be simplified considerably by using an operator representation
of the Lippmann—Schwinger equation

U =¢+ G (9.235)
Next we define the transition operator T by the operator equation

To=wp (9.236)
and multiply both sides of the Lippmann—Schwinger equation by v, such that

VW =vp +vGwr = T¢ = (v +vGT)Y (9.237)
and conclude that the transition operator satisfies

T=v+vGT = T =v+vGv +vGvGy + --- (9.238)

For elastic scattering by a short-ranged potential, one naturally chooses a plane wave for ¢
and uses the outgoing Green function such that

m fExp[ikI?—?’l]

1 = Exolik - 71
VI = Explik 7l = o -7

VIF W7 dr (9.239)

For distances much larger than the size of the source, we can approximate the phase of the
Green function using

Fer Explikl? — 7 Explik
r>> r’:>|?—?’|zr(1—r r):; Xpliklr rl]z xplikr]
r

Sk Exp[—ik’ 7] (9.240)
Ir =71
where k' = k? is the wave vector for the scattered wave. Note that we must treat the phase
carefully because it varies rapidly over the size of the source, but need not be overly con-
cerned with the denominator because the magnitude of the Green function varies slowly
when r >> 1. Thus, the asymptotic wavefunction takes the form

Explikr]

ro> ' = yl] ~ Explik - 7]+ K, K= = (9.241)

where the scattering amplitude is identified as

FIR R = ——— f Expl—ik’ - # V¥ [y[#] d*r’ (9.242)
2nh
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Although this result is exact, it is not especially useful without a suitable approximation
for . Provided that the potential is short-ranged and sufficiently weak, we can use the
Born approximation to replace ¢ with ¢ and obtain

flgl = - f Explig - 7 V[¥]1d*r (9.243)

m
2h?

where g = k — K is the momentum transfer to the target.

Problems for Chapter 9

1. Between the sheets
Two infinite parallel conducting planes at z = 0, L are held at ¢ == 0.

a) Using cylindrical coordinates, 7 = (¢, ¢, z), demonstrate that the Dirichlet Green func-
tion takes the form

SIES

G[r, 7] = E [Exp[n’m(qﬁ -] E Sin[k,z] Sin[knz’]lm[kn§<]l(m[kn§>]]
m=—oo n=1
(9.244)

where k, = 7 and where 1, and K|, are modified Bessel functions of the first and second
kinds, respectively.

b) Show that this Green function can also be expressed in the form

R S PR .- Sinh[kz_] Sinh[k(L - z.)]
GIR#1=2 ) (EXp[Lm((]S &) fo kT, [KEV, [kE'] L] )

m=—o00

(9.245)

c) Use either of these representations to evaluate the electrostatic potential produced by a
point charge on the z axis at height & between grounded planes.

d) Find expressions for the surface charge densities, oy, and o3, on the conducting planes
and compute the total charge on each.

2. Polar caps

Suppose that a portion of a sphere of radius R contained within < 6, described as a north
polar cap, is maintained at potential +V|, and that the corresponding south polar cap with
6 > m — 6, is held at potential —V{, while the remainder of the sphere is grounded.

a) Develop an expansion for the electrostatic potential within the sphere. The coefficients
may involve Legendre polynomials with fixed argument. Which terms contribute?

b) Write the corresponding expansion for » > R. Describe the asymptotic behavior of the
potential for » > R and find an explicit expression for the effective dipole moment.
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3. Dirichlet Green function for two-dimensional semicircle
Consider a two-dimensional semicircular region defined by (0 < ¢ < 4,0 < ¢ < m). Use
the eigenfunctions of

(V2+ 45, ) Ul =0, yla, ¢] =yl 0] =yl 7] =0 (9.246)
to expand the two-dimensional Dirichlet Green function for the Poisson equation
V2G[7#, 7] = —4nd[7 — 7] (9.247)

Although numerical values for the eigenvalues are not required, you must provide the
equations that determine them.

4. Piece of pie

Suppose that an electrode is shaped like a piece of pie — a wedge of radius a and opening
angle . Evaluate the two-dimensional Dirichlet Green function using separation of vari-
ables in polar coordinates, (¢, @).

5. Cylinder with grounded endcaps
An empty cylinder of radius a with its axis along the Z axis has grounded endcaps (¢ ==0)
at z = 0 and z = L while its curved surface is held at potential Y[a, ¢, z] = V[¢, z].

a) Develop an expansion for the electrostatic potential ¥/[&, ¢, z] within the cylinder and
express the coefficients in terms of the appropriate integral over V[, z].

b) Determine the coefficients for the simple case V[¢, z] = V(1 — 20[¢ — x]) where O is
the unit step function.

6. Cylinder with opposite potentials on its endcaps
The curved surface of a cylinder of radius a is grounded while the endcaps at z = +L/2
are maintained at opposite potentials Y[&, ¢, £L/2] = +V[€, §].

a) Develop an expansion for the electrostatic potential ¥[¢, ¢, z] within the cylinder and
express the coefficients in terms of the appropriate integral over V[€, ¢].

b) Determine the coefficients for the simple case V[£, ¢] = V|, where V; is constant.

7. Cylinder with diametrically opposed electrodes

Suppose that a long conducting cylinder of radius @ has edge electrodes at potentials iy = V
for 10| < @ and ¢ = =V for |# — 71| < . The remaining portions of the cylinder are held at
¢ = 0. Evaluate the electrostatic potential in both interior and exterior regions.

8. Split-sphere acoustic antenna
Sound waves produced by a split-sphere antenna with radius R satisfy

1oy _, Ae™™ 0<60<}]

— VoY == 0, RO ¢, t] = , 9.248
2 o v v 911 {—Ae‘“‘” F<b<m ( )

Evaluate y[7, t] for r > R with outgoing boundary conditions.
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9. Acoustical waves from vibrating cylinder
The surface of an infinite cylinder of radius R vibrates harmonically such that the pressure
at the surface is given by

YR, 6,1] = flOle” ™" (9.249)

where the angular function f[6] is prescribed. The pressure for r > R satisfies the wave
equation

1 &
(0_2 i V2) W = (9.250)

with outgoing boundary conditions. Construct a formal solution for the field.

10. Acoustical wave guides
Density displacements ¥/[7, ] for a gas in a confined volume satisfy a wave equation of the
form
1Py o
— L VX =0, — == 9.251
c? or? v on ( )
where c is the sound velocity and dy/dn = 7 - @J/ is the normal derivative at a boundary
surface.

a) Evaluate the normal modes for a long rectangular wave guide with cross-sectional
dimensions a X b. Show that for most modes there is a minimum frequency for trans-
mission. Compare the phase and group velocities.

b) Evaluate the normal modes for a long cylindrical wave guide with cross-sectional radi-
us R. Show that for most modes there is a minimum frequency for transmission. Com-
pare the phase and group velocities.

11. Acoustic modes
Sound waves in a confined volume satisfy a wave equation of the form

1 07y ) 1
1OV g0 Yoo 9.252
v or? v on ( )

where c is the sound velocity and oy /on = i - 611/ is the normal derivative at a boundary
surface. The normal modes take the form

Y l7 t] = g, [Fle ™! (9.253)

where the eigenfrequencies w; may be degenerate, requiring additional indices to distin-
guish between degenerate modes.

a) Evaluate the normal modes and eigenfrequencies in a box with dimensions a X b X c.

b) Evaluate the normal modes and eigenfrequencies for a sphere of radius R.
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c¢) Evaluate the normal modes and eigenfrequencies for a cylinder of radius R and length L.

12. Organ pipe
The pressure fluctuation ¢ in an organ pipe of length L satisfies the wave equation

l@zz,//[x, 1 Plx 1]
o e

-0 (9.254)

where c is the speed of sound. The end at x = 0 is open while the end at x = L is partly
closed such that the boundary conditions are
W

Ul0,t1] =0, (l// + aa) . =0 (9.255)

where « is a constant.

a) Construct the normal modes and derive the equation that determines the characteristic
frequencies. Describe a graphical solution to this equation.

b) Demonstrate that the normal modes are orthogonal.

¢) Suppose that the pressure in the pipe is in equilibrium for # < 0 and that constant
pressure ¥, is applied to the open end for ¢ > 0. Find a series representation for ¢/[x, ].

13. Vibrations of a membrane wedge

Suppose that a taut membrane is stretched across the area described by a < & < b,
0, < 0 < 0,. Develop the vibrational eigenfunctions and the condition satisfied by the
eigenfrequencies. Demonstrate that the eigenfunctions are orthogonal and provide a for-
mal expansion for the initial-value problem (specified initial displacement V[, 6, ¢ = 0]).
It is not necessary to obtain an explicit formula for the radial normalization integral.

14. Critical mass
Suppose that the neutron density ¢ in a fissionable material satisfies an inhomogeneous
diffusion equation of the form
10
1oy _ V2 + Ay (9.256)
K Ot
where « is the diffusion constant and A depends upon the fission probability per neutron.
For simplicity assume that ¢y = 0 on the surface of the material (neutrons escape rapidly at
the surface or are absorbed by the surrounding medium).

a) Suppose that the material forms a sphere of radius R. Determine the critical radius R,
beyond which the neutron density is unstable (exponentially increasing) and produces
an explosion.

b) Determine the critical radius R;, for a hemisphere of the same material. If two hemi-
spheres that are barely stable are brought together as a sphere, the final configuration
will be unstable. Express the explosive time constant 7, in terms of x and A such that
¢, ~ et/ T
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15. Heating simple solids

Suppose that a simple solid (brick, sphere, cylinder, etc.) with uniform initial temperature

is immersed at time ¢+ = 0 in a heat bath. The temperature ¥[7, f] within the material

satisfies
1 oy

- V2 7 == R = ==
o =V R0l =y, iR =201= 0, (9.257)

where R is on the surface.

a) Determine the temperature distribution for positive times within a brick with 0 < x < a,
O<y=<bhandO=z=c

b) Determine the temperature distribution for positive times within a sphere with » < R.
What is the asymptotic time dependence of the central temperature?

c) Determine the temperature distribution for positive times within a cylinder with ¢ < R
and0 <z <L

16. Cooling sphere
A solid sphere of radius R has a spherically symmetric initial temperature distribution
Yolr] and cools at its surface according to Newton’s law of cooling

r=R=y+ar? =0 (9.258)
r

If one can neglect the radial variation of the diffusion constant, this problem provides a
simple model for the cooling of a planet.

a) Develop a series representation for /[r, t] and express the coeflicients in terms of ¢,.

b) Evaluate the special case where ¢, is constant and « is negligible. Plot the temperature
dependence for several radii.

17. Diffusion in a cylinder with constant surface temperature
A long solid cylinder of radius a has initial temperature distribution ¢,[£, ¢] and constant
surface temperature ¥[a, ¢] = 0. The temperature satisfies the diffusion equation

W vy (9.259)

where the variation with height is ignored. Develop a series expansion for ¥[&, ¢, ¢t] and
express the coefficients in terms of ¢,.

18. Surface waves on ideal fluid

The velocity field v = W for the flow of an ideal fluid can be expressed in terms of
a velocity potential ¢ that satisfies Laplace’s equation, V2 == 0, subject to appropriate
boundary conditions. Suppose that a fluid with equilibrium depth £ is essentially infinite
in two dimensions, x and y, but has a flat floor. The boundary conditions are then

N A Y AN
(é’z T )z:o =0 (az )z:_h - (9.260)
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a) Find a general expression i [x, y, z, ] for a plane wave with frequency w that propagates
in the x direction.

b) Determine and sketch the phase and group velocities as functions of kh, where k is the
wave number.

19. Standing waves on ideal fluid in rectangular tank

The velocity field v = %l,[/ for the flow of an ideal fluid can be expressed in terms of
a velocity potential ¥ that satisfies Laplace’s equation, V2 == 0, subject to appropriate
boundary conditions. Suppose that a fluid with equilibrium depth % is in a rectangular tank
with dimensions a X b and a flat floor. The boundary conditions are then

a) Construct standing-wave solutions ¥, . [x, y, z, ] and determine their frequencies.

nm

b) Construct general solutions that satisfy the initial condition
v [x%y,0,0] = vlx y] (9.262)

20. Seasonal variation of ground temperature
In the flat-earth approximation, the temperature ¢ at depth z can be described by a one-
dimensional diffusion equation of the form

ial} 1oy
0% T kOt
where « is the thermal diffusion constant. Suppose that the external temperature can be

approximated by a sinusoidal variation of the form

Yl0,t] = ¥y + ¥, Sin[wt] (9.264)

(9.263)

where w = 2x/T for period T.

a) Solve for Y[z, t] and determine the penetration depth d and the phase delay for propa-
gation of thermal waves into the ground.

b) The penetration depth for annual variations is approximately 3 m. Determine the phase
delay for annual variations. Also determine the corresponding penetration depth and
phase delay for daily variations. Discuss the separability of these periods.

¢) Obtain ¥z, t] for combined annual and diurnal variations.

21. Current distribution in wire
One can show that the current density J satisfies an equation of the form

(V2 - ——)J = (9.265)

when the permittivity €, permeability u, and conductivity o are constant. The radial distri-
bution of current flowing with sinusoidal time dependence along a long straight wire with
circular cross-section of radius a can be represented as

J[€, 1] = Re|y[£] Exp[—iwt]] (9.266)
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a) Show that /[£] is related to a Bessel function with complex argument and normalize the
solution to total current /.

b) Express the solution for a good conductor with 470-/ew >> 1 as a function of y a where

v = [ dnouw/ 2. Plot and discuss |¢[§]/ tﬁ[a]]2 for both large and small values of ya.

c) Evaluate the impedance Z = V /I where V is the voltage drop over a length / measured
at the surface of the wire. The impedance can be expressed in the form Z = R — iwL
where R is the resistance and L is the inductance for frequency w. Evaluate R and L for a
good conductor in both small and large w limits. Sketch and interpret R[w] and L[w] for
a good conductor. It is useful to express these quantities in terms of the skin thickness
0= \/E/ .

d) Express the solution for a good conductor in terms of the Kelvin functions, ber, [x] and
bei, [x], defined by

J,[e”™4x] = ber, [x] + i bei, [x] (9.267)

for positive real x where J, is the regular Bessel function of order v. (Hint: compare the
differential equations for J,[e*"™*x] with the present equation.) This representation is
sometimes seen in electrical engineering.

22. Evolution of line vortex
The vorticity distribution w[x, y, t] in a viscous fluid satisfies a diffusion equation of the
form

o W (9.268)

where the kinematic viscosity v is a positive constant. Suppose that at t = 0 there is a line
vortex

wlx, y, 0] = T'o[x]o[y] (9.269)

where I is constant and assume that w — 0 when r — oco. Determine the subsequent
behavior of w using each of the following methods.

a) Use a Laplace transform with respect to time and look up the required inverse transform.

b) Use a two-dimensional Fourier transform with respect to position.

¢) Assume a similarity solution of the form w = V—Ft [%] and determine f. (Hint: examine

the behavior of the differential equation for f[£] to show that the substitution f[£] =
glé]e~¢/* provides an integrable equation for g[£].)

23. Scattering by separable s-wave potential
Often the interaction between two particles is nonlocal, for which the time-independent
Schrodinger equation takes the form

(K + vy [E 7] —2u f VIE Pl [12, ?’] &Br =0 (9.270)

where k is the wave number in the center of mass and y is the reduced mass.
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a) Develop an integral equation for scattering solutions and identify the scattering ampli-
tude.

b) A separable s-wave potential is defined by
2uVIEF] = Mrlv|[F] (9.271)

where A is a strength parameter and v[r] depends only upon the distance r = |7|. Obtain
an exact solution for the scattering amplitude in terms of ¥[k], where

1K) = f "Rl el dr 9272)
0

Under what conditions does the Born series converge? (Hint: solve first for the quantity
Alk] = [vrlylk, F1d’r.)

c¢) Evaluate the scattering amplitude for the specific case of a Yamaguchi potential with

A2

= A
VK] A2+ K

(9.273)
where A is a positive range parameter. Express the phase of the scattering amplitude in
terms of the dimensionless parameters y = —27AA and k = k/A. Under what conditions
does the potential support a bound state? For neutron—proton scattering there is a low-
energy bound state in the S, channel but the potential for the 'S, channel is not quite
strong enough to produce a bound state. Compare the phase shifts for these channels as
functions of « assuming that y is either 5% stronger or 5% weaker than the minimum
strength for a bound state. (Note: for the phase shift it is best to use the quadrant-
sensitive version of the inverse tangent function.)

d) Express kCot[60 [k]], where 6,(k] is the phase shift, in terms of ¥[k]. Obtain general
expressions for the scattering length and effective range assuming that v[k] can be
expanded in even powers of k. Then evaluate the scattering length and effective range
for the specific case of a Yamaguchi potential. Describe the behavior of the scattering
length for y near the critical value for a bound state.

24. Scattering by a soft cylinder

Plane waves with wave number & are incident upon an infinitely long cylinder of radius R
with the direction of propagation perpendicular to the axis of the cylinder. The surface
of the cylinder is soft, such that the total wave (incident plus scattered) vanishes at R.
Construct a formal expansion for the scattered field and then examine the leading term in
the long-wavelength limit kR < 1.






10 Group Theory

Abstract. Group theory provides powerful methods for analyzing the consequences
of symmetries. We begin with the basic concepts for finite groups and their matrix
representations, including orthogonality theorems and methods for constructing and
analyzing irreducible representations. These concepts are then extended to continu-
ous Lie groups. The irreducible representations of the quantum mechanical rotation
group and their direct products are analyzed in detail. Finally, the application of uni-
tary groups to particle theory is discussed briefly.

10.1 Introduction

Many of the general features of the dynamics of physical systems are determined or
largely constrained by their symmetries, and symmetries are often associated with con-
served quantities. For example, momentum conservation is a consequence of translational
symmetry, angular momentum conservation originates in rotational symmetry, and parity
embodies reflection symmetry. By classifying the states of a system according to irreduc-
ible representations of its symmetry group, one can deduce general selection rules that
forbid certain transitions or can deduce patterns among the allowed transitions. These and
other implications of symmetries can be studied using the mathematical theory of groups
in which the symmetry operators are treated as elements of an algebraic system. For exam-
ple, the symmetries of an equilateral triangle in a plane consist of an identity element, two
rotations, and three reflections. These operators are described as elements of a group that
obeys algebraic rules similar to those of ordinary algebra, except that the group elements
are more abstract than the natural numbers. Thus, one can often deduce important prop-
erties of the physical system by applying the theorems of group theory to its symmetry
operators instead of by solving the differential equations that describe its dynamics. The
early development of group theory was largely motivated by crystallography, but its most
important applications are now in quantum mechanics, field theory, and particle physics.
The symmetries of global gauge transformations determine the conserved quantities while
the symmetries of local gauge transformations of quantum fields determine, up to coupling
constants, the types of interactions among the particles represented by those fields. In fact,
so important has group theory become to particle theory that an early theory of grand uni-
fication using supersymmetry is generally referenced by its symmetry group, SU(5), rather
than by either its dynamical principles or its authors’ names (Georgi and Glashow).

The theory of groups is a very large and highly developed subject in both mathematics
and physics. A comprehensive treatment would require at least one semester and a dedi-
cated textbook. Nevertheless, this topic is sufficiently important to modern physics that we
include a synopsis even though it diverges from the main topic of this book. We begin with
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the theory of finite groups and their matrix representations. We include proofs of most of
the theorems; these proofs presume familiarity with linear algebra. Our primary examples
study small amplitude vibrations of highly symmetric configurations of masses. We then
generalize these results to continuous groups, especially Lie groups, but do not always
provide proofs — many of the results are analogous to those for finite groups but the proofs
are often more technical. We discuss several types of representations, including matri-
ces, differential operators, and eigenfunction multiplets, emphasizing that general results
depend upon the abstract structure of the associated Lie algebra instead of the particular
representation at hand. These techniques are then used to analyze the quantum mechanical
rotation group in considerable detail. Finally, we give a brief discussion of the application
of unitary groups in particle physics.

10.2 Finite Groups
10.2.1 Definitions

Consider a finite set of objects, S, = {a;, i = 1, N}. A transformation M is a one-to-one
mapping of §, — S, described by Ma; = a;. For example, the permutation

Ma, =a,, Ma,=a;, Ma;=aqa, (10.1)

is one example of a one-to-one mapping of {a,, a,, a;} upon itself. A set of such transfor-
mations, G = {M, i = 1, m}, is described as a group with respect to a law of composition,
figuratively described as multiplication, if it satisfies the following conditions.

1. If M; and M are elements of the group, then their product M;M; is also a member of
the group.

2. Multiplication of group elements is associative, such that M;(M ;M) = (M;M )M,

3. The group must contain an identity element, labeled I, such that IM; = M,I = M, for
every M; € G.

4. For every M; € G, there exists an inverse element M;' € G such that M;'M, =
MM =1

The number of elements in a group is called its order. Groups may be finite, countably
infinite, or continuous in order. The present section develops some of the general properties
of finite groups but many will apply, with obvious generalizations, to infinite groups also.

Note that “multiplication” means composition of successive transformations, which
is not necessarily multiplication in the conventional sense. For example, the set of inte-
gers constitutes a countably-infinite group with respect to addition: the set is closed with
respect to addition (even though the number of elements is infinite); addition of integers is
associative; the identity element is O because 0 + x = x + 0 = x; and for each x the inverse
—x belongs to the group. Similarly, the integers {0, 1, ..., m — 1} constitute a finite group of
order m under addition modulo m. Ordinary multiplication of integers, on the other hand,
does not constitute a group because there is no inverse element for 0.
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The structure of a finite group can be exhibited by its multiplication table. Consider,
for example, addition of integers modulo three. There are then three elements that we will
label abstractly by I = 0, a = 1, b = 2 such that ab = Mod[a + b, 3] = 0 = I. The complete
“multiplication” table is shown in Table 10.1.

Table 10.1. Group multiplication table for cyclic group of order 3.

Notice that each element occurs exactly once in every row and every column and that
each element has an inverse. One often omits the labels from a group multiplication table
because they simply repeat the first row and column when the identity element is placed
in the upper left interior corner. This particular group has order 3 and is identified as C;,
the cyclic group of order 3. Observe that each row or column is a cyclic permutation of
the group elements. Later we will prove that any group of prime order is cyclic. Two
elements commute if M;M; = M ;M,. A group is described as abelian if its multiplication
law is commutative, such that M;M; = M ;M,, for any i, j and as nonabelian otherwise.
The group multiplication table for an abelian group is symmetric about its diagonal. The
addition of integers is abelian, but most groups are nonabelian.

Two groups that can be arranged to have the same multiplication table are isomorphic.
For example, the symmetric group S, consists of all permutations of n distinguishable
objects. Thus, S; is of order 6 and its elements

P ,;3[{A B, Cl] = {A, B, C} (10.2)
Py 5,[{A, B, Cl] = {A, C, B} (10.3)
P, 5[{A, B, Cl] = {B, A, C} (10.4)
P,5,[{A, B, C}] = {B, C, A} (10.5)
P, ,l{A, B, Cl] = {C, A, B} (10.6)
P55 ,[{A, B, Cl] = {C, B, A} (10.7)

can be enumerated by considering their transformation of a generic set of three objects,
denoted {A, B, C}. Alternatively, there are six symmetry operations that leave an equilateral
triangle invariant, consisting of rotations through 120°, 240°, 360°, and three reflections
about bisectors. The entire set of symmetries can be constructed from the identity ele-
ment /, the basic 120° counterclockwise rotation R, and the reflection P (for parity) across
the vertical bisector. The elements of these two groups can be placed in a one-to-one cor-
respondence that makes their multiplication tables identical. Therefore, these groups are
isomorphic and their formal properties are identical. In Fig. 10.1 we compare the symme-
tries of an equilateral triangle with the elements of S; and assign generic labels for use in
composing the multiplication Table 10.2.

The permutation notation may be transparent, but the group properties would be the
same whatever the context in which S; emerges. Therefore, it is customary to employ
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Table 10.2. Isomorphism between symmetries of an equilateral triangle and permutations of three
objects (vertices).

Generic  Triangle Permutation  Order

I I [123] 1
a R [312] 3
b R [231] 3
¢ j2 [132] 2
d PR [321] 2
e PR [213] 2

Figure 10.1. The symmetries of an equilateral triangle include the identity 7, 120° counterclockwise
rotation R, reflection across the vertical bisector P, and the combinations R?, PR, and PR?.

more abstract labels, such as {/, a, b, ¢, d, e}, and to display the group multiplication table
in the form in Table 10.3. Notice that this group is nonabelian. Some find assembly of
the multiplication table easier using permutations and others using geometrical reasoning.
(Make sure that you can reproduce this table using both methods!)

Table 10.3. Group multiplication table for S;.

S| I a b ¢ d e
1 I a b ¢ d e
a a b I e ¢ d
b b I a d e c
c c d e I a b
d d e ¢ b I a
e e ¢ d a b 1

Successive applications of the same transformation is represented by a power of the
group element, such that
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M} =MM™ M) =1 (10.8)

where [ is the identity element. A transformation is described as order k if each M is
distinct for 0 < n < k. In the case of S5, we find that / is order 1, {P, PR, PR?} are order 2,
and that {R, R?} are order 3. The powers of an element of order k form a cyclic group of
order k, defined by

CC =¢C,

i+1°

C, =Cy=1 (10.9)

Cyclic groups are abelian.

Finally, we mention a trivial result that is so useful that it is often called the rearrange-
ment theorem. Suppose that g is any element of the group G = {G,}. The product ¢gG =
{(gG,), i = 1,n} contains every element of G exactly once but probably in a new order.
Thus, any complete sum over functions of a group element can then be rearranged by mul-
tiplying the argument by an arbitrary group element according to

> flghi =) fln] (10.10)

heG heG

without affecting its value.

10.2.2 Equivalence Classes

An element b is described as conjugate to element a if there exists an element u € G
such that uau™" = b. In other contexts this relationship might be described as similarity,
so we will employ the same symbol a ~ b. Obviously, every element is conjugate to
itself, a ~ a, and this relationship is commutative, a ~ b = b ~ a. It is also transitive:
a~b,b~c= a~ c. An equivalence class consists of the set of all elements that are
conjugate to each other. The identity element forms a class unto itself and each element of
an abelian group also constitutes its own class; hence, the notion of classes is most useful
for nonabelian groups. Note that all elements of a class must have the same order. If we
construct b" using

b=uau' = b = @wau™") - (wau™") = ua"u! (10.11)

wefindaf =1 = b =1I.

Let us return to S;. Recognizing that there are three elements of order 2, consisting of
{c,d, e} or {P, PR, PR*}, we wonder whether they constitute an equivalence class. By direct
calculation using Table 10.3, we find

aca' =acb=eb=d = c~d (10.12)

beb'=bea=ca=d = e~d (10.13)

and use transitivity to conclude that ¢ ~ d ~ e forms an equivalence class. Similarly, a ~ b
or R ~ R? also form a class.
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10.2.3 Subgroups

A subset H of the elements of G that forms a group with respect to the same composition
law is described as a subgroup of G. This relationship is denoted using the notation of sets,
H c G. Every group G contains two trivial subgroups, one consisting of just the identity
element {/} and the other consisting of G itself; these are described as improper. One
of the main problems of group theory is the construction and classification of all proper
subgroups of a specified group. The relevant criteria are that H be closed with respect to
multiplication and that inverses are present for each element; the associative property is
satisfied automatically and every subgroup must contain the identity element.

If K is a subgroup of H and H is a subgroup of G, then K is a subgroup of G. Because
every group must contain its subgroups, one can construct the sequence G > H > K--- D I.
We now derive Lagrange’s divisor theorem, which states that the order of a subgroup
must be a divisor of the order of its parent. This theorem is obviously true for improper
subgroups containing either one or all elements. Suppose that H is a proper subgroup of
G and label its elements {H,, i = 1, h} where h is the order of H and H| = I is the identity
element. Consider an element a € G that does not belong to H and construct the left coset
aH = {aH,i = 1, h} containing the products of a with each H,. This set is not a group
because it does not contain the identity element. Each element of aH is distinct and none
are included in H. (Note that a; = H; = a = H J-Hi‘1 € H, contrary to the assumption
that a € H.) If the union of H and aH, both of order £, is not G itself, we select another
element b and construct a new left coset bH of order & that has no overlap with either H or
aH. (If bH; = aH then b = aH ;H;" € aH because H;H;' € H.) Thus, we can divide G
into a subgroup H and its cosets according to

G=H+aH+DbH + --- (10.14)

where each subset contains & elements. If g is the order of G and £ is the order of H, then
g = mh where m is the index of the subgroup and equal to the number of independent
cosets plus one. Therefore, / is a divisor of g, as stipulated by Lagrange’s theorem.

Once again consider S5, where 3 and 2 are divisors of its order. There is one subgroup
of order 3, namely {/, a, b}, that is isomorphic to the group of invariant proper rotations of
an equilateral triangle, and there are three subgroups of order 2, namely {/, c}, {1, d}, {I, e}
based upon reflections across a bisector.

If a € G is an element of order k, we can construct a cyclic group {1, a, a2, ..., a""'}
where a* = I. This cyclic group, called the period of a, is the smallest subgroup of G that
contains a and its order must be a divisor of the order of G. Therefore, all groups with
prime order must be cyclic and can be generated from one of its elements other than the
identity.

Although our derivation of the divisor theorem employed left cosets aH, we could just
as easily have chosen right cosets Ha. Left and right cosets need not be the same, but the
argument still works. In the special case that aH = Ha = H = aHa ' for any a € G, we
describe H as an invariant subgroup of G. Invariant subgroups clearly must contain one
or more complete equivalence classes. More generally, if H is a subgroup of G, and a is
any element of G, then aHa ™! is also a subgroup of G described as conjugate (or similar)
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to H. Thus, invariant subgroups are self-conjugate with respect to any element of its parent
group. A group that contains no proper invariant subgroups is described as simple. Cyclic
groups are simple by that criterion.

Invariant subgroups have some very important properties. Consider the multiplication
of two cosets, aH and bH, of an invariant group H. Such a product is defined as the set
of all products of pairs of elements from the two sets, taking care not to assume that
multiplication commutes. We find

(aH)(bH) = a(Hb)H = a(bH)H = (ab)(HH) = (ab)H (10.15)

where HH = H because H must be closed to form a subgroup. Thus, the product of two
cosets of H is itself a coset of H. In fact, we can identify the cosets constructed from an
invariant subgroup H as the elements of a new factor group, denoted F = G/H, such that

F={H gHgH,...} (10.16)

where the g; are elements of G that are not contained in H. (If g; were a member of H, the
coset would simply be a re-ordering of H itself.) Proving that F actually is a group is an
instructive exercise. First, we test for closure. Assuming that both g; and g; belong to G
but not to H, we find that the product

FFF, = (g;H)(g;H) = (3,)H = FF, € F (10.17)

is indeed an element of F because the product g,g ; belongs to G but not H. Second, we
verify that the associative property

F(F;F) = gH((gH)(gH) = ((g:H)(e;H) e H = (FFDF, (10.18)
is simply inherited from G. Third, we identify H as the identity element of F because

HF, = H(g,H) = g(HH) = g;H = F, (10.19)
FH = (g;H)H =gH =F, (10.20)

using associativity and H?> = H. Finally, we verify that F' contains an inverse
F'=@gH '=FF'=gHg'H"'=gg'HH ' =1 (10.21)

for every element because the inverses for each g; belong to G and not H while H~! is the
list of inverses for each member of H, all of which belong to H. Therefore, F is indeed a

group.

10.2.4 Homomorphism

Consider a mapping G — G’ where a in G is mapped onto the image a’ in G’. A mapping is
described as homomorphic when: (1) each element of group G is mapped onto an element
of G’; (2) the mapping preserves multiplication rules such that ab = ¢ = a'b’ = ¢’;
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and (3) some of the mappings are several-to-one. As a trivial example, suppose that all
elements of the cyclic group C, are mapped onto G’ = {I} containing only the identity
element. G’ obviously meets the requirements of a group and the multiplication rule for C
is preserved by the mapping because the C; = C,C; — I. Therefore, this mapping satisfies
the requirements of homomorphism.

Suppose that G - G’ is a homomorphism. The image of the identity element / in G
must be the identity element /” in G’, such that / — I’. If any element g, — I’ is mapped
onto /', then ng — I’ is also needed to preserve the multiplication rules. Furthermore,
if g, — I’ then all members of its class must also be mapped onto /’. Thus, all elements
H =1{g,,8 ..., 8, of G that are mapped onto /" constitute an invariant subgroup of G.
All elements of the coset aH, where a € H, are mapped onto the same image a - a’ # I’
in G’. Therefore, G’ is isomorphic to the factor group G/H.

10.2.5 Direct Products

A group G = H ® H, ® -+ ® H, is described as a direct product of its subgroups if:
(1) elements in different subgroups commute; and (2) each g € G is uniquely expressible
in the form g = hh,---h, where h; € H;. These conditions require that each H; be an
invariant subgroup and that these subgroups, described as direct factors, share only the
identity element.

Similarly, the direct product G ® G’ of two different groups is formed by taking all
pairs (g;, g’j), where g; € G and gfi € (', and evaluating the products

(85 881 &) = (8,8 88 (10.22)

It is then a simple matter to verify that G ® G’ satisfies all the requirements of a group and
that its order is the product of the orders of its factors.

10.3 Representations
10.3.1 Definitions

Suppose that

6=, = 0n (10.23)
i=1

are vectors in an n-dimensional linear vector space where the basis vectors {u;} are ortho-
normal with respect to the scalar product

Wiy =Y wig, (u1u;) =6, (10.24)
i=1
and suppose that L is a linear operator satisfying

L(ay + bg) = aLyy + bL¢ (10.25)
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where a, b are complex numbers. The complex coefficients {i/,} or {¢,;} are described as
coordinates with respect to basis u and are obtained using

U =u; 1) (10.26)

Further suppose that 7 is a linear transformation that effects an invertible one-to-one map-
ping between old basis vectors #; and new basis vectors v;, such that

vy =Tu = Y T, u, (10.27)
Jj=1

Such a transformation is described as unitary if it preserves scalar products, whereby
(TY | Te) =W ¢y =T'T=1 (10.28)
for any ¢, ¢. Let
Wo=Ty= > Tu =y uT v =) Wy, (10.29)
i=1 ij=1 j=1

represent the vector i in terms of the new basis v, whereby
Y, = Z uT,, (10.30)
i=1

It is important to recognize that the coordinates and the basis vectors transform differ-
ently under 7 — notice the ordering of the indices. These transformations are sometimes
described as cogredient for basis vectors and contragedient for coordinates. The vector
is physically the same whatever basis (or coordinate system) we choose. Therefore, matrix
elements of the linear operator L should be independent of basis, whereby

WILIgy=WIT'TLT'T | ¢y =W/ | L' | ¢') (10.31)

shows that matrix representations of operators in the two bases are related by the unitary
similarity transformation

L' =TLT" (10.32)

An operator L is described as invariant with respect to the transformation T if TLTT =
L. Assuming that T is unitary, the condition TLT~' = L implies that L and 7 commute,
such that LT — TL = 0. Thus, it is useful to define the commutator of two operators by

[LT]=LT -TL (10.33)

The symmetry group for L consists of the set of all unitary transformations that leave L
invariant.
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The effect of a symmetry operation R upon the basis vectors is described by a unitary
matrix D[R] defined by

n

Ru, = Z u.D. [R] (10.34)

JT0i
J=1

where the ordering of indices is designed to preserve the correspondence between matrix
representations and group elements. Thus, successive application of transformations gives

R\Ryut; = Ry Y uD (R = > " wDy [[RID;[Ry] = ) wDy [R\R,]  (10.35)
j=1 k=1 j=1 k=1
such that
R\R, = Ry = DIR,IDI[R,] = DIR;] (10.36)

Therefore, group multiplication is homomorphic to multiplication of matrices and the cor-
responding matrices are described as a representation of the group and the underlying basis
vectors are described as belonging to that representation. Naturally we require the repre-
sentation to obey the same properties as the group with respect to closure, existence of an
identity element, associativity, and existence of inverse transformations. Both the symme-
try group R and the representation D[R] are groups, but the former is defined in abstract
terms while the latter is a realization that applies to a specific physical system. Even if
the symmetry of the physical system is only approximate, the analysis of its dynamical
properties can often be simplified by use of group theoretical techniques. These methods
also provide insight — sometimes very different physical systems are described by the same
abstract symmetry group.

A set of nonsingular square matrices {M,,i = 1, N;} is a representation of the group
G=1g,i=1Ng}if

88 =8 = MM; =M, (10.37)

for all i, j, k < N. Clearly any representation is itself a group under matrix multiplication.
A representation that maps each element of G onto a distinct matrix is isomorphic to G
and is described as a faithful representation, while homomorphic several-to-one mappings
onto matrices are described as unfaithful. Every group has a trivial one-dimensional repre-
sentation with all M; = 1 and a trivial n-dimensional representation with all M; = I, where
1, is the n-dimensional unit matrix. Let D[g] denote the matrix associated with element g in
representation D. Using any nonsingular matrix of the same dimensionality, the similarity
transformation

D'[g] = SD[g]S™! (10.38)

produces a new representation D’ that is equivalent to D. Clearly there are an infinite
number of equivalent representations of G. We can also form new representations simply
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by arranging two known representations, D, and D,, in block-diagonal form

D=D,&D,= ([(’)' 1;)2) (10.39)

where the diagonal blocks usually have different dimensions and the off-diagonal blocks
indicate null matrices with the appropriate dimensions. This construction obviously sat-
isfies the group multiplication rules of G required of a representation and the other prop-
erties required of a group. Reducible representations can be cast in block-diagonal form
by a well-chosen similarity transformation and each block is itself a representation of G.
Any block that cannot be reduced further is described as an irreducible representation.
Irreducible representations are so important, and the term is used so frequently, that the
abbreviated neologism irrep finds common usage. The construction of irreps of specified
dimension is one of the central problems of group theory.

Before we tackle general theorems perhaps it would help to exhibit a couple of the
irreps of S5, our prototypical group. A trivial irrep assigns —1 to the reflections {P, PR, PR*}
and +1 to the rotations {/, R, R?}. Direct calculation would show that this representation is
consistent with the multiplication table for S, although the representation is unfaithful
because it uses only two elements to represent six. A faithful two-dimensional irreduc-
ible representation is provided below. Notice that the determinants are +1 for {/, a, b} =
{I, R, R*} and —1 for {c, d, ¢} = {P, PR, PR?}.

el el ) a5 )

-1 0 1{1 3 1{1 -3
c—>(0 1), d—>§(\/§ —l)’ e—>§(_\/§ —l) (10.40)

If you take the time to spot-check some of the products, you should find that they conform
with the §; multiplication table. Alternatively, we can use MATHEMATICA" to check the
entire set as follows. We construct a list of matrices and copy the multiplication table into
a matrix whose elements are representations of the group elements. The function Outer
forms all pairs of elements of G and uses Dot to multiply the matrices. The final argument
of Outer instructs Dot to use objects at level 1, a structural device for handling lists of
matrices. Finally, an equation is formed and simplified to verify that the left- and right-
hand sides are equal, element by element. It is certainly a lot easier to let a machine perform
these tedious calculations using instructions formulated at a more conceptual level!



380 10 Group Theory

St oy, __t[-1 -3 _1[ -1 +3).
1'(0 1)’ a'z(ﬁ ;1) b'z(-\/E -1)’
(-t ooy, _tf1 By _t[1 -B),
Tlo 1)’ d_ﬁ(\/E -1’ e_2(-x/§ -1)’

i a b c d e

a b i e c¢c d
S3table = b i a é e ¢ H

c d e i a b

d e ¢ b i a

\e c d a b i

Simpli fy[Outer[Dot, G, G, 1] == S3table]

True

10.3.2 Example: Vibrating triangle

Suppose that, in equilibrium, three equal masses are found at the vertices of an equilateral
triangle and that those masses are coupled by three identical springs k along the sides of
the triangle. For small displacements, changes in the lengths of the springs depend upon
displacements parallel to the sides of the triangle; transverse motions contribute only in
second order. Thus, we can approximate the energy for small-amplitude motions as

3
m . .
T=7% ; (2 +32) (10.41)
v = (! LY (1.3 ’
) X1~ X% §x1 3 V1 Exa N Y3

+((lx _ﬁy)_(lx _V3 )]2] (10.42)
272 272 27 2

The kinetic energy is obviously invariant with respect to permutation of the mass indices
or any orthogonal transformation of the coordinates. The potential energy can be expressed
in the form

k
V=3 Z]] v, E€; (10.43)

where & = {x|, ¥, X,, y,, X3, 3} is the coordinate vector and

5 V3 -4 0 -1 -3
V3 3 0 0 V3 -3
o405 3 -1 3
T4 0 0 —-vV3 3 3 =3
-1 =3 -1 3 2 0
-3 =3 V3 -3 0 6

(10.44)
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Figure 10.2. Vibrating equilateral triangle.

is the coupling matrix. We would like to prove that the Hamiltonian for this system is
invariant with respect to the symmetry group {, R, R?, P, PR, PR*}, where R denotes rota-
tion by 120° and P is reflection across the y-axis, by constructing explicit matrix repre-
sentations for each of these symmetry operations and evaluating the similarity transforms
GvG~! where G is any of those matrices.

The basic symmetry operations combine a permutation of the mass indices with either
reflection or rotation of the coordinates at each vertex. Thus, reflection across the y-axis is
represented by

0 p O
D[P]=|p O O (10.45)
0 0 p
where
-1 0
p= ( 0 1) (10.46)

is a 2 X 2 matrix that performs the reflection {x - —x, y — y} at a single vertex. Similarly,
120° counterclockwise rotation is represented by

0 0 r
D[R] =[0 r O (10.47)
r 0 0
where
1 _¥3
|72 2
r= [ﬁ o ] (10.48)
2 2
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rotates the coordinates at a particular vertex. Thus, the reducible six-dimensional repre-
sentations of the primitive symmetry operators take the form

0 0 -1 0 0 0
00 0 1 0 0
10 0 0 0 0
PDPI=10 U 0 0 o o (10.49)
00 0 0 -1 0
00 0 0 0 1
o 0o o o -i -8
3
0 ?f o o ¥ -I
1 3
-1 B9 0 0 o0
DIRI=| 2 2 (10.50)
B9 0 0 0
0o o0 -1 - 0 o0
\/—
o o ¥ -1 o0 o0

and the remaining group elements can be constructed from these using matrix multiplica-
tion.

At this point we would rather use MATHEMATICA® to verify the symmetry relations than
perform tedious matrix multiplications by hand. Let

§={x1,y1,x2,y2,x3,y3};

k 2 ([t A3 1 3
V=E{(x1 x,) +((Ex1+ 2 Y1)'(§x3+TY3))
(- ) - (- o))

{ERER Bt 2”3//)’

and verify that the matrix

5 V3 -2 0 -1 -4/3

V3 3 0 0 -3 -3
,oile o 5 -3 -1 3|
4] o 0 -3 3 3 -3|’
-1 -3 -1 A3 2 0

\-v3 -3 3 -3 o 6]

reproduces the potential energy.
k
V== 2 €.v.§//8impli fy

True
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Next define the primitive symmetry operators

0 0 -1 0 0 0
0 0 0 1 0 0
po|t 0 0 0 0 of
ot 0 0o o off
0 0 0 0 -1 0
o o o0 o o 1
o o o o -I -¥%
o o o o ¥ -1
ae i Y5 9 0o o o
5ot 9 0o o o]
o o - -¥B o o
o o ¥ -t o o]

and construct the entire group as a list of matrices.
G = {IdentityMatrix[6],R,R.R, P, P.R, P.R.R};

Finally, we check that the potential energy is invariant with respect to a similarity transfor-
mation using any of the symmetry operations in the group.

Table[v == GI[ill.v.Inverse [GIill], {i, 1, Length[G]}]

{True, True, True, True, True, True}

Therefore, we do indeed find that v is invariant with respect to G, as expected. Furthermore,
this G is isomorphic to a reducible representation of S;. Later we will learn how to use the
properties of S; to determine the eigenvalues of this physical system without solving a
sixth-order secular equation.

10.3.3 Orthogonality Theorem

In this section we prove an orthogonality theorem that is central to the theory of group
representations. Although we use different notation, the methods are based upon those
of Tinkham whose proofs, in turn, were based upon those of Wigner. It is necessary to
develop a few preliminary lemmas first before finally arriving at the grand result. Those
without the patience to wade through the linear algebra can skip to the finale.

Unitarity

First we demonstrate that any representation using matrices with nonvanishing determi-
nants is equivalent through a similarity transformation to a representation in terms of uni-
tary matrices. Consider the hermitian matrix

H =) DigDlgl’ (1051)
geG
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composed of manifestly hermitian terms summed over all group elements. A fundamental
theorem of linear algebra tells us that any hermitian matrix is diagonalized by the similarity
transformation

D=U"'HU (10.52)

using a unitary matrix U whose columns are the orthonormal eigenvectors of H and that
the resulting diagonal matrix O has positive eigenvalues on its diagonal. Thus,

D= WU DIV DIgI'U) = Y D/ [gID'[g]f (10.53)
geCG geG

where the matrices
D'[gl =U'D[glU (10.54)

represent G in the representation for which H is diagonal. Recognizing that D is positive-
definite, we can construct a useful representation of the unit matrix for this representation
according to

[ = D V2172 = 172 ZD’[g]D'[g]T

geG

D= Y DD (gl (1055)
2eG

where D is the diagonal matrix containing the elements of D raised to power a and where
the doubly-primed representation

D//[g] — D*l/ZD/[g]Dl/Z (1056)

results from a similarity transformation based upon 9'/2. Finally, we demonstrate that the
D’’"[g] matrices are unitary by evaluating the products

D"[glD"[g]" = D"[glID"[g]"

_ (z)_]/zD/[g]Dl/Z)@—l/z(Z DD’ [h]) (10.57)
heG

% D_I/Z(D_I/ZD/[g]+Z)1/2)

with the aid of the aforementioned representation of the unit matrix. Note that we must
use a distinct summation index. Using the commutation properties of diagonal matrices,
the representation property D[g]D[h] = D[gh], and the hermitian conjugation property
(D[g]D[h])" = D[h]"D[g]", we find that

D"[glD"[gl" = D7 Y D [ID' D[] D [l

heG (10.58)

=D ZD'[gh]D'[gh]+ =D'D=1
heG
is indeed unitary. Note that summation of gh over all / is equivalent to summation over
all g € G in a different order. Therefore, one can always construct a unitary representation
using suitable similarity transformations and we henceforth assume, without loss of gen-
erality, that all representations employed are unitary.
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Schur’s Lemma

Next we demonstrate that any matrix that commutes with all elements of an irreducible
representation must be a multiple of the unit matrix. Suppose that M is a matrix that com-
mutes with all elements of unitary representation D, such that

MDIg] = D[gIM = D[g]'M" = M"D[g]" (10.59)
Multiplying by D[g] on both left and right and using its unitarity,
M'D[g] = D[gIM" (10.60)

we find that the hermitian conjugate M also commutes with every D[g]. Thus, there exist
hermitian matrices

H =M+M', H =iM-M) (10.61)

that also commute with all D[g]. If we show that any commuting hermitian matrix is con-
stant, than any M = (H, — iH_)/2 must also be constant. Of course, any hermitian matrix
can be reduced to the diagonal form D = U~'HU by a similarity transformation, so we
use the corresponding representation

D'[g] = U 'D[glU (10.62)
for group elements to write the commutation condition as
DD'[g] = D'[g]D (10.63)

and must prove that the elements of D are identical. Using the fact that D, j = D6, ;, each
element of this matrix equation takes the form

(D, -D,)D};lg] =0 (10.64)

It D, + D, then all D} ;[g] = 0 for any g such that the similarity transformation U reduces
representation D to block diagonal form, contradicting the stipulation that D is irreducible.
Therefore, if D is irreducible then D, = Z)j for any i, j is a constant diagonal matrix,
thereby proving Schur’s lemma.

Equivalence of Irreducible Representations of Common Dimension

The next intermediate result takes as much care to state as to prove. Suppose that DV is an
irreducible representation of dimension n; and D is another irreducible representation of
dimension n,. Further, suppose that M is a rectangular matrix of dimensions n; X n, such
that

DW[gIM = MD?[g] (10.65)

forany g € G. Then, n| # n, requires M = 0 while for n, = n, either M = 0 or Det[M] # 0.
When Det[M] # 0, M is invertible and D'V and D® are equivalent representations that are
related by the similarity transformation effected by M.
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We may again assume that both DV and D® are unitary and that n, < n,. Using the
fact that the representations are both unitary and irreducible, the hermitian adjoint takes
the form

M'DW[g]" = DP[g]'M" = M'DV[g7'] = DV[g' IM" (10.66)
Multiplying both sides by M and using the stipulated commutation property, we find
MMTDV[g " = MDP g " IMT = MM'DV g™ = DV[g " \MMT (10.67)

Therefore, according to Schur’s lemma, MM must be a multiple of the unit matrix. First
suppose that n; = n, such that M is a square matrix and MM = cI where c is a number.
Then

Det|MM'| = Det[M] Det[M]" = [Det[M]I* = ¢ (10.68)

requires that ¢ be nonnegative. If M # 0, then Det[M] # 0 and M is invertible. Next
suppose that n; < n, and consider the n, X n, matrix N formed by appending n, — n,
columns of zeros to M. Matrix multiplication

ﬂ2 nl
(NNT), ;= Z NN, = ZML,CM;,{ = (MM"), (10.69)
k=1 k=1

shows that NN = MM because the appended columns do not contribute. However,
Det[N] = 0 by construction, such that |[Det[M]]*> = |Det[N]> = 0 = ¢ = 0. There-
fore, if n, # n,, then M = 0.

Orthogonality Theorem

We are finally ready to derive the orthogonality theorem for irreducible representations.
Let D and DY represent irreducible representations of group G of order N in terms
of nonsingular matrices of dimension n; and n; that are either identical or inequivalent;
equivalent representations of the same dimensions are excluded. Then

> D\ [g1" Dy lgl = G5 S .6 (10.70)

ij e vy
geG
where the summation runs over all group elements. This theorem will play a central role in
determining the number of inequivalent irreducible representations that exist with specified
dimensions.
Consider

M= Z DV[glxD [g7!] (10.71)
geG
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where X is an arbitrary matrix and both M and X have dimensions n; X n;. We can demon-
strate that M satisfies the condition of the third lemma as follows.

DY[gIM = ZD(f)[gh]XD(") [n7!]
heG
= ZD(j)[gh]XD(i) [h—lg—lg]
heG (10.72)
— ZD(_/’)[a]XD(i) [a_l]D(i)[g]

aeG

= MD®g]

Any particular matrix element takes the form

() i -
= > > DaplelXy, D, [¢7'] (10.73)
§cG By
First suppose that n; # n; = M = 0. Recognizing that the matrix elements X, , are

arbitrary, we are free to choose Xﬁ/,y = 65 I 6}/\/’ such that

0= DiplgD?, [¢7'] (10.74)
geG

The unitarity of D" then requires

DoY)
0= D{)lgI"Dasls] (10.75)
geG
forn; # n;.

Next suppose that n; = n;, such that either M = 0 or D® ~ DV). The former shows
that inequivalent representations are orthogonal. Different equivalent representations are
excluded by the conditions of the theorem, leaving us only to deduce the normalization of
the sum over products of matrix elements for the same representation. Again using the fact

that M is a multiple of the unit matrix gives

Z Z DY [gI' DO, (81X, = ¢b,, (10.76)

geG v,k

for any X. Making an inspired choice

= 0,40, = ZD(” le] Disle] = cS,, (10.77)
geG

we can use the unitarity of D to perform the sum over the n, identical diagonal matrix
elements to obtain

D rorn® N
D2 DY Igl Duplgl = en, = Ngoy, = c = G, (10.78)
1 geG i
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Therefore, we finally obtain the orthogonality theorem

N ()] N,
2 DiIgl Daplgl = 96,64, (10.79)

geG

An important special case is that the normalization of matrix elements

P Lel = % (10.80)
geG J

summed over group elements is independent of the indices of the matrices.

10.3.4 Character
Simple Characters

In the face of an unlimited number of equivalent irreducible representations that can be
produced by similarity transformations, it is desirable to describe irreps in terms of invari-
ant properties. An obvious candidate is the trace of the matrices, which is invariant under
similarity transformations. Furthermore, because all members of a class are related by
similarity transformations, the trace of representation matrices must be the same for every
member of a class. Therefore, the character x'”[C,] of class C, in representation D) is
defined as Tr[D(j) [g]] where ¢ € C,. The characters for irreducible representations are
described as simple while those for reducible representations are composite. In this sec-
tion we use the orthogonality theorem to develop several valuable relationships for simple
characters and in the next we consider composite characters.

Specializing the orthogonality theorem for inequivalent irreducible representations to
diagonal elements

. . N,
2. Dl leI' D Iel = ~¢5, 6, (10:81)
geG !

and summing over indices, we find

ZX(i)[g]*X(j)[g] — NG‘Si,j (10.82)
geG
or
Z NkX(i) [Ck]*X(j) [Ck] — NG(Si,j (10.83)
k

where N, is the number of elements in class C,. Evidently, simple characters also satisfy
an orthogonality theorem. When the two irreps are the same, we obtain a formula

S letel = 3 e e = o8
P k

that severely constrains the total number of inequivalent irreps that exist for a finite group.
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For example, we already know that S; contains three classes: {}, {R, R?},and {P, PR, P,
R?}. The character table for Sy is given in Table 10.4. Each column is labeled by class
and the number of elements in that class. The rows list the characters for representative
matrices in each irreducible representation. Because the identity element is in its own
class, the first column also gives the dimensionality of each irrep. The first row is the
trivial irrep in which each element is represented by the integer 1. For S, there is another
one-dimensional representation in terms of parity. These rows are orthogonal, weighted by
class size, and satisfy the normalization condition. No other one-dimensional irreps can
exist. Using the orthogonality conditions, Eq. (10.83), a two-dimensional representation
must satisfy the equations

2420 4308 =0 (10.85)

(3) (3)

2420 =3 =0 (10.86)

Thus, we find that there is one two-dimensional irrep and no higher-dimensional irreps
are possible because the system of orthogonality equations would be overdetermined. We
also observe that these results are consistent with the normalization condition. Therefore,
these simple considerations are sufficient to construct the character table without actually
producing representation matrices. This exercise suggests that the number of irreducible
representations is equal to the number of classes. This is a general result, but we will forgo
the formal proof.

Table 10.4. Character table for S;.

XIs;1 | ¢, 20, 3¢,
DO 1 1 1

DY |1 1 -1
D®» |2 -1 0

Suppose that we define a square matrix
M;; =x"[C] (10.87)

from the body of the character table. The inverse of this matrix is found using the orthog-
onality formula

— N i * _ N i % .
M| = N—;X() [C;] = (M 'm),, = Zk: N—ZX() [C] ¥ [c] =6, (10.88)

where the summation ranges over classes. However, because a matrix commutes with its
inverse, we can also express orthogonality in the form

N, .
(M), =2, ITZ;X(k) [clx®le] =q, (10-89)
k

where the summation ranges over irreps.
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Therefore, orthogonality of character

Z Nx® [c] X [C] = Ngs,, (10.90)
N,
Z Xl x[c;] = VG@; ; (10.91)

1

can be expressed in terms of either class or irrep and both can be useful in construction of
character tables. Here we chose Greek indices for irreps and Latin indices for class.

Composite Character

Recall that a reducible representation can be cast in block diagonal form with a suitable
similarity transformation. Upon reducing such a representation as fully as possible, such
that each block is irreducible, we write

Digl = " a,D%Ig] (10.92)
M

where the summation ranges over irreducible representations and the nonnegative integers
a, count the number of times each irrep D appears in D. The same irrep may appear
in several equivalent forms within D and a,, counts each equivalent form equally. The
summation is schematic — it enumerates the structure along the diagonal of the block diag-
onalized D. The trace of D then becomes

xlgl = > a, Pl = x[C] = > a,x?[C)] (10.93)

u U

where C; is the class that contains g. Thus, the character for each class in a reducible
representation is the sum over the simple characters for irreducible representations of the
same class weighted by the number of appearances of equivalent forms of those irreps.
The orthogonality theorems for simple characters facilitate projection of a,,

dNxe] x Z Z X [c] ¥ [c] = Nga, (10.94)

whereby

1 *
“W= 5 ZMX(’“ [c] x ZW[g] ylg] (10.95)

geG

Suppose that D = D is irreducible, such that a, = §,, . Then
2
DN IC] =Ng (10.96)

is consistent with previous results for the character normalization summed over classes of
a particular irrep. In fact, this condition provides a test for irreducibility. For an arbitrary
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representation, one finds
SN x[c] =N (10.97)

with equality if and only if y is simple and D is irreducible. Expanding y again gives

DN aax @ eIy [e] = Ng Yl (10.98)
i wy #
such that
1
N ZN xlelf = ; o, =1 (10.99)

If computation of the quantity on the left gives 1, then the representation is irreducible.
If it happens to be 2, then D contains two different irreps, with each occurring just once,
because the a,, are nonnegative integers. If it happens to be 4, then D contains either one
irrep occurring twice or four different irreps all occurring once.

Dimensionality Theorem

Table 10.5. Multiplication table for S; with elements arranged to place / on the main diagonal.

S, I a b ¢ d e
1 I a b ¢ d e
a''lb I a d e c
b'la b I e ¢ d
cl''lec d e I a b
d'|d e ¢ b I a
elle ¢ d a b I

The regular representation of any finite group is constructed by arranging the group
elements to place the identity element along the main diagonal of the group multiplication
table. The matrices D™®[g] are then obtained by replacing g in the multiplication table
by 1 and all other elements by 0. Thus, if we label columns by g; we can label rows by g;!.
We illustrate this construction using S; again. Using the multiplication table in the form
shown in Table 10.5, we obtain the matrices
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1 000 0O
01 00 0O
0 01 00O
D[I] = 00010 ol (10.100)
0 00 01O
0 0 0 0 01
01 00 0O
0 01 00O
1 000 0O
Dla] = 0000 1ol (10.101)
0 00 0 01
0001 0O
0 01 00O
1 000 0O
01 00 0O
D[b] = 00000 1l (10.102)
0001 0O
000 0 1O0
0 001 0O
0 0 0 0 0 1
0000 1O0
Dic] = L 000 0 ol (10.103)
0 01 00O
01 00 0O
0 00 01O
0001 0O
0 000 01
Dl[d] = 0100 0 ol (10.104)
1 000 0O
001 00O
0 0 0 0 01
000 01 O0
0001 0O
Dle] = 001000 (10.105)
01 00 0O
1 0 00 0O

and can easily verify that these obey the group multiplication table.

The character of the identity element of the regular representation is N, while the
characters of all other classes are zero by construction. Furthermore, the simple character
XYW = N, for the identity element of an irreducible representation is just the dimension-
ality of irrep p. Application of the projection theorem, Eq. (10.95),
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1 x 1
(reg) _ (1) (reg) — (reg) _
a, ¥ =— > Nx"\C;| x C/|=—NN;=a,* =N (10.106)
H NG Z [ ] [ ] NG HG M H
then shows that the number of times each irrep appears in the regular representation is
equal to its dimensionality. Finally, the composite character of the identity element of the
regular representation

O =Y ax?lill = Ng = Y N (10.107)
M H

provides a simple relationship between the dimensionality of irreps and the order of the
group. This result is general because neither of these quantities depends upon the repre-
sentation; the fact that we obtained it with the aid of the regular representation does not
limit its generality. Therefore, we obtain the dimensionality theorem

ZN;‘ =N, (10.108)
u

For example, the fact that N; = 6 for S5 is sufficient to deduce that S; supports exactly
two different one-dimensional irreps and one two-dimensional irrep because 1% + 12 +
2% = 6 is the only solution to the dimensionality equation in terms of positive integers N,.
Furthermore, the regular representation contains both one-dimensional irreps once and the
two-dimensional irrep twice.

10.3.5 Example: Character table for symmetries of a square

In the preceding few subsections we derived many abstract theorems and we need a non-
trivial example to illustrate their use. Consider the symmetries of a square, excluding oper-
ations that twist its sides. These symmetries are among the permutations of the four ver-
tices and can be labeled as

I =[1234] (10.109)
R = [2341] (10.110)
R? = [3412] (10.111)
R® = [4123] (10.112)
P = [4321] (10.113)
PR = [1432] (10.114)
PR? = [2143] (10.115)
PR® = [3214] (10.116)

where R indicates a rotation (cyclic permutation) and P a reflection across the x-axis (parity
operation). The combinations of reflection and rotations then fill out the list of permissible
permutations. Table 10.6 provides the group multiplication table with an extra column for
the order of each element. This table shows that multiplication is associative, closed, and



394

Table 10.6. Group multiplication table for symmetries of a square.

Square | 1 R R R P PR PR* PR® Order
1 1 R R? R’ P PR PR> PR® 1
R R R? R? 1 PR} P PR PR®> 4
R? R? R? 1 R PR> PR* P PR 2
R’ R? 1 R R? PR PR> PR* P 4
P P PR PR> PR® I R R? R? 2
PR PR PR> PR® P R? 1 PR R? 2
PR? PR> PR® P PR R? R? 1 R 2
PR} PR} P PR PR> R R? R} 1 2

10 Group Theory

that there is an inverse for each element. Therefore, this set of operations forms a group of
order 8 and, because each element is a member of S,, we conclude that the symmetries of
a square are a subgroup of S,.

The calculations below establish class membership.

PRP™' = PRP=PPR*=R* =R~ R*

Thus, the five classes consist of

C ={

C, = (R R’}
C; = {R*)

C, = {P, PR%}
Cs = {PR, PR’

RPR™' = PR’R* = PR* = P ~ PR’
RPRR™' = PR®* = PR ~ PR’

(10.117)
(10.118)
(10.119)

(10.120)
(10.121)
(10.122)
(10.123)
(10.124)

and there are also five irreps with dimensions d = {1, 1, 1, 1, 2}, the only solutionto d-d = 8
among positive integers. Placing the trivial one-dimensional representation D"[g] = I on
the first row and the dimensions d on the first column gives us the start of a character
table (10.3.5). We can also use the parity of the permutations as a second one-dimensional
representation giving row 2. By inspection we verify that these rows are orthogonal and
normalized properly when weighted by class size.

Table 10.7. First steps in construction of the character table for symmetries of a square.

X |Cl

20,

G

2¢,

20,

DM
D@
D®
DW
DO

1

DO = =

1
1

1
1

1
-1

1
-1

Next, we identify A = {/, R?} as an invariant subgroup by examining the multiplication
table and observing that A commutes with all other elements of G. Thus, its factor group is
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F = G/A ={A RA, PA, PRA} and an irrep of F' must be an irrep of G by homomorphism.
The multiplication table for F' is given in Table 10.8.

Table 10.8.

F | A RA PA  PRA
A |A RA PA PRA
RA | RA A  PRA PA

PA PA PRA A RA
PRA | PRA PA RA A

Since F is abelian each element is in its own class, such that F' supports four one-
dimensional irreps. Every element other than the identity (A) is order 2, such that irreps
must assign them values of +1. Thus, the irreps are {1, 1, 1, 1}, {1, 1, =1, =1}, {1, -1, 1, =1},
and {1, —1, —1, 1}; it is a simple exercise to verify that these representations obey the mul-
tiplication table for F'. We can now use the homomorphism with G to complete rows three
and four of its character table (Tab. 10.3.5). It is comforting to observe that the orthonor-
mality conditions are satisfied at this stage.

Table 10.9.
x |¢ 2, ¢ 2, 20
DO 1 1 11 1
D? |1 1 -1 -1
DY |1 -1 1 1 -1
DY |1 -1 1 -1 1
D® 2

Finally, we use orthogonality relations to produce a system of four linear equations for
the four remaining elements of this table.

2420 a4 20 + 25 =0 (10.125)
2420 4 xn - 20— 2 = (10.126)
2-20 445 20— 2k =0 (10.127)
2-20 ) -2 25 =0 (10.128)

After some straightforward algebra, we obtain row five and complete the character table,
as shown in Table 10.10. You should verify, for practice, that both the row and column
orthonormality relations are satisfied for this character table. The reasoning employed here
is typical of that used to construct character tables. There are variations in the sequence
of steps, of course, depending upon what information is available. Sometimes one can
dispense with construction of factor groups; other times more than one is both available
and helpful.
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Table 10.10. Completed character table for symmetries of a square.

x |c¢ 2, ¢ 2, 20
oo 1T 1 1 1 1
D® 11 -1 -l
Do N T |
D N T
Do 0 -2 0 0

DO = =

Next we construct a reducible dimension-four representation using the permutation
matrices for four objects; examples from each class are listed below.

1 000

D[1,2,3,4]=8 (1) (1) 8:)(1:4 (10.129)
00 0 1
01 00

p34n=|0 o o V|=x=0 (10.130)
1 000
0010

D[3,4,1,2]=(1) 8 8 (1)=>)c3=0 (10.131)
01 00
00 0 1

D[4,3,2,1]:8 (1) é 8=>X4=0 (10.132)
1 000
0010

R N (10.133)
00 0 1

Then

1 1

—ch|)(k|2=g(l><42+2><02+1><0+2><02+2><22)=3 (10.134)

Gk

shows that this representation contains three irreps, once each (12 + 1% + 12 = 3). Thus, D
contains the two-dimensional irrep plus two of the one-dimensional irreps. We can deter-
mine which one-dimensional representations are within D using
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o
a = ckX,E”Xk_§(1x4+2><0+1><0+2><0+2><2)_1 (10.135)
G
_ @ 1
a2_N—GchXk K= 51X 4+2x0+1x0-2x0-2x2)=0 (10.136)
1 3)* 1
a3=N—chXk Xk—§(1X4 2X0+1x0+2x0-2%x2)=0 (10.137)
1
a = ck)(lﬁ‘”xk_—(lxzt 2x0+1x0-2x0+2x2) =1 (10.138)
G
such that
D=DV @DV ODY =y, =1+ x +xi (10.139)

is also satisfied. If one has suitable reducible representations at hand, relationships of this
type can sometimes be used to compute the character table, perhaps instead of using factor
groups.

10.3.6 Example: Vibrational eigenvalues of square

Suppose that, at equilibrium, four equal masses m are found at the vertices of a square and
that these masses are connected by four equal springs k along its sides and two springs
kk along the diagonals. We consider small-amplitude vibrations and expand the potential
energy to second order in the spatial coordinates. Let & = {x,, y|, X5, ¥,, X3, Y3, X4, Y4} T€P-
resent a state vector for the system where the masses are labeled sequentially. The kinetic
and potential energies are given by

) %mZé—‘? (10.140)
1
- ngV[,jf,-fj
LJ
k . Loy
5[l s = (22 - 2]

2
A RS T
( VR )]
(10.141)

where the symmetric matrix
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2+Kk -k -2 0 —K K 0 0
-k 2+« 0 0 K —K 0 -2
-2 0 2+k K 0 0 —K —K
11 0 0 K 2+« 0 -2 —K —K
"ol k0 0 24k -k -2 0 (10.142)
K —K 0 -2 -k 2+« 0 0
0 0 —K —K -2 0 2+« K
0 -2 —K —K 0 0 K 2+«

describes small-amplitude vibrations. (Please check this matrix!) The equations of motion
are then

- ov
mf":_a_g. = _kzyi’” (10.143)
¢ J
and normal modes satisfy eigenvalue equations of the form
&, =&, Exp|-iw,t]| = wpvé, = w3, (10.144)

where w§ = k/m. Note that we use Greek indices to label the eigenvectors and Latin
indices to label components. In this section we will demonstrate that one can deduce the
eigenvalues using properties of the symmetry group for this system without solving a sec-
ular equation.

We begin by constructing representation matrices for typical members of each class.
Consider first the parity operation

0 0 0 p
10 0 p O
D[P] = 0 p 00 (10.145)
p 0 0 O
where
1 0
p_(o _1) (10.146)

inverts the y coordinates at each vertex and D[P] reflects vertices across the horizontal
midplane of the system. Similarly, the basic 90° rotation of vertices is represented by

0O r 0 O
0 0 r O
DIR] = 00 0 r (10.147)
r 0 0 O
where
0 1
r= (—l 0) (10.148)

operates on the coordinates at each vertex. You should verify, by explicit calculation, that
the potential energy is invariant with respect to every member of the symmetry group for
the square, such that v = D[g]vD[g'].
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The transformation matrices for this representation are obviously reducible. To deter-
mine their irrep content, we evaluate the composite characters for each class

C={i=x = (10.149)
C,={RR}=x,=0 (10.150)
Ci={R}=x=0 (10.151)
C,={P.PR*} =y, = (10.152)
Cs={PR PR} = x5 =0 (10.153)
to obtain
2 1 2
; ja,] = N ZNi|X[Ci]| =8 (10.154)

Thus, this representation turns out to be the regular representation

D =DV @ D® ¢ D® @ DY @ 2D (10.155)
Upon application of the similarity transformation that diagonalizes v, we expect to find

v = Diag[{A}, A5, A3, A4, As 11 As 10 As.00 A5} (10.156)

where A5 | and As , are the eigenvalues for the two occurrences of D,
Recognizing that traces are invariant under similarity transformations, we expand

TrD[glv = 4, xVLg] + L, xP L] + A x VLl + A, x Vgl + (A5, + A5,) xPlg] (10.157)

and use the character table to deduce five linear equations for the eigenvalues

TrD[Ilv =8+ 4k =4, + A, + A5 + A, +2(A5, +As),) (10.158)
TrD[Rlv=0= 24, +4, -4, -, (10.159)
TrD[R*|v=4k=2; + A, + A, + A, = 2(As; +As,) (10.160)
TrD[Ply=4=2, -, +1;, -, (10.161)
TrD[PRly = 4k =1, =4, — A5 + A, (10.162)

for our particular representation. Combining the first and third equations gives

(A5 +2As5,) =2 (10.163)
such that

A+ A+ A+ A, =4+ 4k (10.164)

L+A,-2,-4,=0 (10.165)

L - +A-2 =4 (10.166)

A —A, - A+ A, = 4k (10.167)
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From the first pair we deduce
Ay +A, =+, =2+ 2« (10.168)

and from the second pair

A -A,=2-2 (10.169)
A=A, =2+ 2 (10.170)
Thus, we find
A =2 L,=26 A=2+42 A,=0, (A +As5,)=2 (10.171)

Finally, we require an argument that distinguishes between the two occurrences of D).
On physical grounds we expect to find three modes with A = 0 that correspond to either
rigid rotation or to horizontal and vertical displacements of the center of mass. The null
eigenvalue for D can be identified with the rotational mode because this representation
is one-dimensional, leaving one of the two-dimensional representations to describe trans-
lations of the center of mass. Therefore, we conclude that the set of eigenvalues for this
system is

A=1{2,22+2«0,2,20,0} (10.172)

where we account for degeneracy and choose, arbitrarily, to place the rigid translations
last.

10.3.7 Direct-Product Representations

Suppose that D®W[R] and D™[R] are two representations of the same symmetry opera-
tor R that act upon different coordinates and that operators acting on different coordinates
commute. Let {u; 7 = 1,m} and {vj, Jj = 1, n} represent the basis vectors for these rep-
resentations, such that the m X n-dimensional set of basis vectors for the direct-product
representation D#”) is given by {u;v;} with two indices. Thus,

RN W W RN @)
Ruy; = > 3 wDEi[R,DI IR = Y > uv,Ditgj [R] (10.173)
k=1 1=1 k=1 =1
where
(u®v) () ()
Diii; [R] = D{i[RID.[R] (10.174)

are the matrix elements of the direct-product representation. Similarly, the character for a
direct product

XUIIR] = TrDVR] = 3" DT IR] = ) DI [RIDJIR] (10.175)
ij

iJ
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is simply the product
XU“E[R] = XV [R] X" [R] (10.176)

of the characters of the two representations. Direct-product representations are usually
reducible as a Clebsch—Gordan expansion

pDHeY) Z(,u, v ),)D(V) (10.177)
Y

where the summation over irreducible representations D) is interpreted as @ and where
the reduction coefficients

1
(1 v19) = 5 D X L8l Iglx gl (10.178)
G 2eG

are nonnegative integers.
The unitary matrices D%®” can be reduced to the block diagonal form

p¥Y 0 0 0

0 ~ 0 0
@) =1 _
cokec =1 e (10.179)
o 0 0 -

where p = (u, v | y) represents, schematically, the number of occurrences of DY in the
Clebsch—Gordan expansion and where the pattern is replicated for all irreps y. The unitary
matrix C is the matrix of column vectors

_N MY
w-Z<i j
LJ

whose Clebsch—Gordan coefficients are arranged in a symbol based upon bra-ket notation.
Note that specification of the irreps generally requires two labels because there may be
multiple occurrences. Using the orthonormality of the bases and the unitarity of C, one
obtains the orthogonality relations

k

v §> wy, (10.180)

Y. e v\ e v|vd\
Z< k’ i j><i jl ok >_5yn/5§,§’5k,k' (10.181)
L]
SE OGN =606 (10.182)
i j| k k| J 'Y ) j
7.k
such that
v . *
”"szz<l; : yk{> Wik (10.183)
yoe\t
where we define
\ v vy ¢\
<7k§ l; j>=<l; j yk§> (10.184)

for the inverse coupling according to the conventions for bra-ket notation.
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A product representation is described as simply reducible when (y, v | y) is either O or
1 for all y and when each g~! is in the same class as g. The index ¢ is then superfluous and
one can determine the CG coefficients, up to a phase, relatively simply. If we invert the
similarity transformation

(L®Y) ( ) v
Dz’l' ij[g] Dy l[g] . [ ] = Z <if j/

v,k k"

k

Y (62] 17
k1>Dk [g]<l J

7> (10.185)

and then multiply by D?[g]*, sum over group elements, and apply the orthogonality the-
orem for irreps, we obtain

Y\[H VY

Kl\i j

> DDy gD kg) = % <ﬁ‘

geG Y
where N is the number of group elements and n,, is the dimensionality of DY, Taking
i" =i, j = j, kK = k will provide at least one nonzero CG coeflicient and we are free to
choose it to be positive. Varying i/, j’, k" will then provide enough information to determine
the remaining CG coefficients. You are probably familiar with the Clebsch—Gordan (CG)
coefficients for coupling of two angular momenta, but we are using similar notation in a
more generic sense applicable to direct-product representations of any group; naturally the
CG coeflicients depend upon the particular group involved. For many groups it is possible
to construct bases that make the Clebsch—Gordan coeflicients real.

’)/ *
k> (10.186)

Example

Let us return once more to the problem of small-amplitude vibrations of an equilateral
triangle. The six-dimensional representation we employed is actually a direct product of
a three-dimensional representation of S, describing the permutations of the mass indices
and a two-dimensional representation of a group containing rotations and reflections that is
isomorphic to S;. The two-dimensional representation is irreducible, but the three-dimen-
sional representation is not. Suppose that we arrange the group elements as {/, R, R?, P, PR,
PR?}. As worked out in a previous section, there are two one-dimensional irreps with char-
acters YV = (1,1, 1,1, 1,1} and ¥ = {1, 1,1, -1,-1, -1} and a two-dimenional irrep
with character )((2) ={2,-1,-1,0,0,0}. A faithful three-dimensional representation con-
sists of simple permutations of the three mass indices, and a little thought, or explicit
construction, will reveal that its character is )((3) =1{3,0,0, 1, 1, 1}. Hence, the character of
the product representation is y© = {6, 0, 0, 0, 0, 0}. The reduction coefficients are

1
G2l = 3 2{3, 0,01, 1, 1}%{2,-1,-1,0,0,0} = {1, 1,1, 1,1, 1} = 1 (10.187)

1
(3; 2 | 1,) = 6 2{3) O) O) 1) 1) 1} * {2’ _1) _1> O» O» O} * {1) 1) 1) _1> _1) _l} = 1
(10.188)

1
3,212 = 62{3,0,0, L1, 1}%{2-1,-1,0,0,0}%{2,-1,-1,0,0,0} = 1 (10.189)
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where this notation indicates multiplication of corresponding elements of each list and
summation over the list of products. Thus, the Clebsch—Gordan expansion takes the form
D(3><2) — D(l) ey D(l') ) D(Z).

10.3.8 Eigenfunctions

The Hamiltonian H commutes with every operator in its symmetry group G, such that
[H, Q] = 0. Let j denote the labels for an irreducible representation D' of G; then
the matrix representation of H will commute with each irreducible DY[R], such that
[H, D/ [R]] = 0 for all R € G. According to Schur’s lemma, the matrix representation
of H within the group space of D’ must be a multiple of the unit matrix. In other words,
there must be a set of n linearly independent eigenfunctions {/\), m = 1, n} with the same
eigenvalue & J» such that

HYD =0 (10.190)
for I < m =< n;. This set of eigenfunctions is described as a multiplet that is degenerate
with respect to H with degeneracy n;. If we start with one eigenfunction in a multiplet, the
others may be generated by applying symmetry operations because, according to group
closure, Ry’ produces the linear combination

RY = Z v IR (10.191)
m'=1

where the coeflicients Di,f/),m [R] form a nonsingular n j—dimensional matrix representation
of operator R within the set of eigenfunctions belonging to eigenvalue ¢;. Thus, if H and
R commute, sets of eigenfunctions that are degenerate with respect to H transform among
themselves under R. If we now enlarge the basis to include all possible values of j, H is
represented by a diagonal matrix with the set of £; along the diagonal, each appearing n;
times, while representations of R take the fully reduced block-diagonal form

DD[R] 0 0
DIR] = 0 DP[R] O (10.192)
0 0 g

where the superscripts enumerate &;. Each Y is described as belonging to row m of
irrep j.

The energy eigenvalues &; for each irrep j are usually distinct but occasionally one
finds two or more distinct irreps that are degenerate in energy. These situations generally
indicate the existence of an accidental or dynamical symmetry and not all eigenfunctions
with the same energy are connected by the symmetry operators within G. Knowing the
degeneracy n_ of an energy level is not always sufficient to determine the dimensionality
n; of the irreps at that energy; one must also verify that the corresponding D[R] are irre-
ducible. Testing for irreduciblity can be done using character tables for G. On the other
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hand, accidental degeneracies are often broken by either perturbations or by subtle effects
neglected by simpler models. A famous example is the Lamb shift in which the acciden-
tal degeneracy between the 2s and 2p, ,, states of the hydrogen atom is broken by the
fluctuations of the electromagnetic field in vacuum that are predicted by quantum electro-
dynamics.

Assuming that our system does not possess accidental symmetries, the orthogonality
theorem for irreducible representations provides important selection rules. The unitarity of
R requires

Wit [U) = Ry

(/ ) (VAR ) NN0S! (/)

| Ry = > e’ |0 YDY o [RY DitmR] (10.193)
AN

and averaging over the group gives

(i’

| 1 Om
o) Sy, Sotmrotio 5 S
(10.194)

where n ; is the dimensionality of irrep j. Thus, eigenfunctions belonging to different irreps
or to different rows of the same irrep are orthogonal. Next, suppose that V is invariant with
respect to R, such that [V, G] = 0, for any R € G, where G is the symmetry group of H.
Then

< (1)|V|¢‘”> < m'R*VR'tﬁ(”) < (“|V|z,b(])> f\j/in’[R]*D(Ajr)n[R] (10.195)
AL

can again be averaged over R to obtain

(w”

v ]u) = ‘Sflf'nﬂ S (v ]u) (10.196)
J

Observe that these matrix elements vanish unless j = j’, m = m’ and are independent of m
for specified j. Therefore, we can write

V.61=0= (4

VWD) =6, 18,0 (10.197)
where V; depends only upon the irrep to which these states belong. This is also a conse-
quence of Schur’s lemma, but the foregoing derivation provides some practice using the
orthogonality theorem.

10.3.9 Wigner-Eckart Theorem

Although most operators of interest will not be invariant with respect to the symmetry
group of a Hamiltonian, it is often possible to express them in terms of operators that trans-
form among themselves according to an irreducible representation of that group. Consider
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an operator V) that transforms with irrep j according to
RVAUR' = Z Vi D wilR (10.198)

for any R € G. We assume that DV®/ is simply reducible. Using the orthogonality theorem
to average matrix elements of the form

< (J) |V(J)| l/I(J)> <(//(]) |RTRV(J)RTR| l/l(j)>
o ) (10.199)

= >0 (u [var’ [ 0 ) DY 0 RV D3 RIDE R
LN M

over all R € G then gives

(oo ) = 5 D% [ o) Xtk DA RO

NQ LM
i J7\ G|y 9 J | (10:200)
:<m M m> n, A;/I (o |var'| i ><A M /1’>

where n; is the dimensionality of irrep j’. Notice that the summation on the right-hand
side depends upon {j, J, j'} but is independent of {m, M, m’} — the dependencies upon row
indices for each irrep are contained entirely within the Clebsch—Gordan coefficient, which
is hopefully known for G. Therefore, we obtain the Wigner—Eckart theorem

67 )= (7 o

m
where the reduced matrix element {j'll V) 11 j) is independent of row and can be evaluated
for the most convenient selection of {m, M, m’}. The reduced matrix element can also be
obtained using

vl = o 3 )

but that method offers no obvious economy of effort. Note that additional phase or normal-
ization factors are sometimes included in the definition of the reduced matrix elements.
The Wigner—Eckart theorem is usually presented in textbooks on quantum mechan-
ics in connection with rotational symmetry and angular momentum eigenstates, but the
group theoretical derivation is more general and applies to any group with simply reduc-
ible direct-product representations. Nor is it limited to quantum mechanics. Generaliza-
tions can also be made for direct-product representations that are not simply reducible.

vl j) (10.201)

AI

J > (10.202)

10.4 Continuous Groups
10.4.1 Definitions

Suppose that R is a finite group containing n elements {R , a = 1, n}. The group multipli-
cation table R R, = R, can be described as a discrete function ¢ = ¢[a, b] that produces a
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unique output index ¢ for each pair of input indices a, b. Functions of group elements can
be defined on n points by f[a] = f[R,]. For example, the representation Dg}) [a] is a group
function while the character y*'[a] is a class function. The set of points is described as the
group manifold and is discrete for a finite group.

The elements of a continuous group are labeled by a finite number of continuous
parameters instead of a discrete index. We assume, for simplicity, that all parameters
are essential in the sense that there exists no smaller set of parameters, defined as func-
tions of the original parameters, capable of uniquely identifying every group element. If
parameters are essential, the group is described as an n-parameter continuous group. Let
a = {a;, i = 1, n} represent the set of parameters and R[a] represent elements of group R.
The continuous parameters a;, may have either finite or infinite ranges depending upon the
nature of the group. If the parameters have finite ranges, the group manifold is described as
compact. We will assume that the group manifold is simply connected but generalizations
are possible. Group multiplication is represented by the law of composition

R[a]R[b] = R[c] = ¢; = ¢,[a, b] (10.203)

where each c; falls within the allowed range for parameter i and where each ¢,[a, b] is a
continuous function of 2n variables. This requirement is analogous to the closure property
of finite groups. Similarly, there must exist an identity element a® such that

R|[a|R[b] = R[DIR [a”] = R[D] (10.204)
and every element a must have an inverse a such that
Rla]R[a] = Rla]R[a] = R[] (10.205)

It is usually possible to define the group such that all parameters of the identity element

vanish; in other words {a; = = 0;i = 1, n}. Henceforth we will assume, unless stated other-
wise, that the identity element is at the origin of the parameter space. Finally, the associa-
tive property

R[a](R[bIR[c]) = (R[a]R[DRI[c] = ¢[a, ¢Ib, c]| = ¢[¢la, b], c| (10.206)

is usually the most restrictive.
We will concentrate on Lie groups which perform transformations

X =&xi=1n)i{a.k=1m}| & x =¢&xal (10.207)

upon an n-dimensional vector space that are described by n functions of m essential para-
meters that are analytic in both x and a. For example, consider the two-parameter group of
nonsingular linear coordinate transformations on a line according to

¥ =Rlalx =x" =a,+ (1 + al)x (10.208)
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where —co < a; < co and a; # —1. The identity element is {a,, a,} = {0, 0} by construction.
Group multiplication is closed according to
Rla]R[b]x = R[a](bo +(1+ bl)x)
= ay+ (1+ay) by + (1+b,)x] (10.209)

= (@ + bo (1 +a,)) + (1 +a))(1 + by

such that
dola, b] = ay + by (1 +a;) (10.210)
¢la, bl =a, +b, (1 +a,) (10.211)

are continuous functions within the specified (infinite) ranges. Each element a = {a, a,}
has an inverse element a = {a,, a,} where

_ a,

= - 10.212
“o 1+a, ( )
_ a,

= 10.213
“ 1+a, ( )

are analytic functions because a; # —1; furthermore, @, # —1 is in the proper range. The
associative property requires

¢[¢la, b, c| = ¢|a, ¢Ib, ]| (10.214)

Although it might seem obvious that linear transformations are associative, perhaps it is
instructive to verify this property explicitly. Expansion of the left-hand side gives

o [{ag + bo (1 +ay), ay + b, (1+a))}, {cy c,}]
= ag+ by (1+a)) + o1 +a + by (1+a,) (10.215)
=ay+by+cy+aby+acy+bicc,+abc,

o, [{ao + bo(l + al), a, +b, (l +al)}, {co, 01}]
=a +b(1+a)+e (1 +a +b(1+a)) (10.216)
=a,+b,+c, +ab, +ac,+bc,+abc

while expansion of the right-hand side gives

o [{ag a,}. {by + co (1 +5,), b, + ¢, (1+b))}]
= a0+(b0 + (1 +b1))(1 +a,) (10.217)
=ay+by+cy+aby+ac,+bcy+abc,

¢y [{ag. ar} {bo + o (1+0,), by + ¢, (1+5,)}]
=a, +(b1 +e 1 +b1))(1 +a) (10.218)

=a,+b +c +ab +ac, +bc, +abc,
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Thus, these ¢; do satisfy the associative property and R satisfies all the requirements of a
continuous group. Notice that this group is nonabelian.

The requirement that every transformation be invertible means that one can always
solve for x; in terms of {x}}, which requires that the Jacobian

0Ox, Ox,

J=l:  lz0 (10.219)
9%, %,
Ox; T by

n

be nonsingular. The completeness condition requires successive transformations

x' = ¢&[x;a] (10.220)

X' = E[xb] (10.221)
to correspond to

X' = €&x;cl (10.222)
where c is an allowed parameter set, calculable in terms of analytic functions

¢, = nla; bl (10.223)

of the two constituent sets of transformation parameters.

10.4.2 Transformation of Functions

Suppose that new coordinates x’ are obtained by applying group element R to the old
coordinates x. This transformation of variables is represented schematically by

X = Rx (10.224)

even if R is not simply a matrix. Thus, R is described as an operator that acts on the
coordinate variables. We wish to construct an operator R that acts on a function f[x] to
produce a new function f[x’] that has the same values for the transformed coordinates,
such that

X =Rx= f[x'| = Rflx] = f[R'x] (10.225)

It is important to understand that a forward transformation of a function is produced by an
inverse transformation of its arguments. Perhaps the simplest example is rotation within
a plane. Think of the function f[x], where x = {x,, x,}, as a surface. Positive rotation of
that surface relative to fixed coordinate axes is equivalent to negative rotation of those
axes relative to a fixed surface. For example, the surface f[x, y], shown on the left side of
Fig. 10.3, has a positive ridge in quadrant 4 with x > 0, y < 0. Positive rotation of the
surface by 90° relative to fixed coordinate axes yields the surface f[x, y] with its positive
lobe in quadrant 1. Alternatively, rotation of the coordinate axes relative to a fixed surface,
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Figure 10.3. Positive rotation of a surface is equivalent to negative rotation of its coordinates.

such that x - —y, y = x, relabels the quadrant 4 as quadrant 1 and produces the same
transformation. We describe R as an active transformation of the function and R~ as a
passive transformation of the coordinate system.

In the next section we will develop a general technique for constructing R given R, but
now we preview this method by analyzing infinitesimal rotations. Suppose that x = {x,, x,}
represents the original coordinates and x* = R[e]x = {x1, x5} represents coordinates after
an infinitesimal rotation

(1 -e (1 e
Rle] = (8 | ) =R = (_8 1) (10.226)
A first-order Taylor expansion
_ of (, of ., of of
IR x| ~ flx] - prs (¥ —x)) - o (x) —xy) = flx] + 8(xza_xl _xla_;cz) (10.227)

relates functions at new and old coordinates where negative signs multiply the derivatives
because the argument R~'x involves the inverse of R. Therefore, the operator that trans-
forms from f[x] to f[x] is

0 0
R=1+ — =X, 10.228

° (x2 0x, . 0 ) ( )
for infinitesimal €. Notice that if we employ polar coordinates with x = {r Cos[8], r Sin[6]},

infinitesimal rotation of a function is performed by the differential operator

0
=1l-&e— 10.22
R €54 ( 9)

10.4.3 Generators

The continuity of Lie groups permits a finite transformation to be performed in a sequence
of smaller steps. Before confronting the general technique, consider the specific example
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of coordinate translations. Let 7'[a] be a translation whose effect upon coordinates is given
by

Tlalx=x+a (10.230)
Translations form an abelian group
TbITlalx =T[blx+a)=x+a+ b= T[blT[a] = T[alT[b] = Tla+b] (10.231)

with identity element 7[0] and inverses T~ '[a] = T[—a]. The associative property is also
satisfied. We seek an operator 7 [a] that performs a corresponding translation of an analytic
function

Tlalflx] = f|T™'[alx] = flx - a] (10.232)
Any finite translation can be performed in a sequence of infinitesimal steps
Tla] = lim (TH) (10.233)
n—-oo n

where an infinitesimal translation is evaluated using the definition of derivative as

d d
Tlelflx] = flx —e] = flx] — %s =T eg] = (1 - s%)f[x] (10.234)
Thus, a finite translation takes the form
. ad\ d
Tla] = gl_)nolo(l - Z%) = Exp[—a%] (10.235)

where a function g[A] of an operator A is evaluated by substituting that operator into the
Maclaurin series for g[x]. Although this operator is really little more than a fancy repre-
sentation for the Taylor expansion

00

flx—a] = Z % (—ad%)n flx] = Exp[—adi;] flx] (10.236)

n=0

it serves as a prototype for the definition and behavior of generators of Lie groups.
We identify p, = —id/0x as the generator of infinitesimal translations along the x-axis,
such that arbitrary group elements can be expressed in the form

7 lal = Exp|—iap,] (10.237)

Translations with respect to the x-axis are obviously a subgroup of translations within
three-dimensional space and we can generalize to three dimensions

7a] = Bxp|-a- V| = 7al f[7] = |7 - 4 (10.238)
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and obtain an operator representation of the three-dimensional Taylor expansion. In gen-
eral, an n-parameter Lie group G is described by n generators

G, =-i (8—7—) (10.239)
0

! da; ) _
of infinitesimal transformations. Notice that
~a] = G[-a] (10.240)

applies to any infinitesimal generator.
More generally, if x is an m-dimensional coordinate vector and a is an n-dimensional
group vector whose identity element is a = 0, the Taylor expansion

n 6 )
Tlalx = £lx;a] = (T[-al),; = &;lx;—al ~ x; - )_ g, (a—if) (10.241)
i=1 i/a=0
can be used to write
m n (9
f|T1-alx] ~ flx] - Z alan (—) (10.242)
Jj=1 i=1 a=0
or
Tlalflx] ~ [1 —i Z aiGi] flx] (10.243)
i=1

where the infinitesimal generators

o (94 0
G, = ‘”Z (aal ) e (10.244)

are linear differential operators. Therefore, the operator

- Z a,G,;

i

T a] = Exp[—ia - G] = Exp (10.245)

performs finite transformations from f[x] to 7f[x] = f[7~'x]. The inclusion of the factor
of 7 in the definition of infinitesimal generators ensures that those operators are hermitian
when the transformation is unitary. Thus,

T'la] = 7'[a] = T[-a] = Explia- G| = Explia- G] = G! =G,

L

(10.246)

for arbitrary real a;. Although many mathematicians do not include this phase, applica-
tions of Lie groups to quantum mechanics benefit from this convention because physical
observables are represented by hermitian operators. We will adopt this convention here,
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but the reader must be aware that it is not universal. Finally, notice that the generators
satisfy a product rule

Gifxlglx] = glx1G,flx] + flxIG,f1x] (10.247)

where the differential operator G; acts on everything to its right within a term. Care must
be taken in evaluation of 7 because the generators do not necessarily commute with each
other.

Next consider an arbitrary Lie group 7" with parameters {a,} and infinitesimal genera-
tors {G,} and assume that a general element can be expressed in a form

—ﬂ'z a,G;

l

Tla] = Exp[—ia - G] = Exp (10.248)

that is sometimes called a Lie series in analogy with a Taylor series. Closure of the group
imposes important conditions upon the generators. Suppose that

T; = Exp|-i&,G,| ~ 1 - i,G, - 1&]G? (10.249)
T, = Exp|-ig,G;| ~ 1 - ig,G, - 3&,G; (10.250)

represent two distinct infinitesimal transformations with inverses

77" =Explig,G,| ~ 1 +ie,G, - 16IG; (10.251)
7' = Explie,G;| ~ 1 +is,G, - 5&,G; (10.252)
such that

o ) 122 1,2/
T T\ 7,7, ~ (1 +i(6,G; +¢,G)) - 6¢,G,G, - 3&/G; - Estj)

. 1 22 1.2
X (1 —zz(aiGl. +stj) —aistiGj - 5&G; - Engj)

_ . 1.2, 1 .22 .
=1-1 (siGi + stj) - siejGiGj - 5§ Gi — ingj + z(siGi + stj)
22 22 1 .22 1 .2,2
+ G} +8G + 88, (GiGj + GjGi) -£¢,G,G, - 35 G} - 535G
=1-¢¢,(GG;-G,G)
(10.253)

to second order in ¢; and ¢;. If this product is to represent an element of 7', the commutator
[G;, G;] = G,G,;~G,;G; must be a linear combination of infinitesimal generators of the form

[G.G;|=i) cG, (10.254)
k

where the structure constants ct ; are real numbers which are fundamental properties of

the generators that are independent of the choice of representation and are invariant with
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respect to similarity transformations. The structure constants must be antisymmetric in
their lower indices, such that

c".‘. = —c’f. (10.255)

because the commutator is antisymmetric. Although it should be obvious that the structure
constants are determined by the generators, Sophus Lie proved the more powerful con-
verse that groups of this kind are uniquely determined by specification of their structure
constants.

Another important relationship among the structure constants uses the double commu-
tator

>G,., G, Gk]i = »G,., iy Gl =) G, (10.256)
[ I m
and the Jacobi identity
>G,., G, Gk]— e »1Ge G,.]] + [Gk, [G.G j]] =0 (10.257)
oind
DG+ D el G +  celiG,, =0 (10.258)
i o o
or
Z Z (ch i+ et + ¢k ci) G, = 0 (10.259)

m ]
Thus, assuming that the G,, are linearly independent, the structure constants must satisfy
a Jacobi identity of the form
D (chacts + el +chier) = 0 (10.260)
1

Lie proved that antisymmetry of lower indices and compliance with the Jacobi identity
are necessary and sufficient conditions for generation of a continuous group from local
structure constants.

10.4.4 Example: Linear coordinate transformations in one dimension

To illustrate these relations, we return to the two-parameter group of linear coordinate
transformations

Tlxlx = ay+ (1 +a,)x (10.261)

such that

) )
Tlalflx] = f|[T7'[alx] = flay + (1 + a,) x| = flx] —aoa—f: —alxa—f: +0 (10.262)
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where
_ a
a4y =~ +°a1 ~ —ay (10.263)
g, =——2 o _4 (10.264)
1 I +a 1

for infinitesimal transformations. Thus, we identify the generators as linear differential
operators

8

Gy =iz (10.265)

G, = —ix> (10.266)
- Ox '

The commutator is evaluated using

a(a_]‘)+( 0)6f_ Pf of 0*f  Of

(GOGI - GIGO)f[x] = —a xax Xa a = —XQ—a"I‘Xy = —a (10267)
to obtain
[Gy G| =-iGy =), =-1, ¢, =0 (10.268)

The structure constants are indeed real numbers and are antisymmetric wrt lower indices.
The only set of indices for which the Jacobi identity does not vanish immediately is

I 0 L0 L 0Y_ .0 0 .0 0 _
Z (ch.1€lk + € ucho + Chocih) = €01C0x + Coc0r = O (10.269)
7

such that the identity is indeed satisfied. Therefore, the general transformation operator for
functions takes the form

Tlal = Exp[— (ag + ax) %] (10.270)

10.4.5 Example: SO(2)
A finite rotation within a plane is performed by the transformation matrix

Cos[0] - Sin[G])

Sin[f]  Cos[6] (10.271)

RI6] = (

and one can (and should!) verify that R[] satisfies all of the requirements of a group and
that the group multiplication law

R[6,|R[6,] =R[6, +6,] (10.272)
is abelian. The inverse matrix
R7'[6] = R[-6] = R"[6] (10.273)

is the same as the transpose (indicated by superscript T); hence, rotation matrices are
orthogonal. Also note that Det[R] = 1. Thus, rotations in the plane are isomorphic with
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the group of all two-dimensional special orthogonal matrices, designated SO(2); the term
“special” refers to the requirement that the determinant be +1, which excludes reflections.
An infinitesimal rotation is described by

=&

Rle] ~ (:: | ) =1-ioe (10.274)

where 1 is the unit matrix, here two-dimensional, and where we identify the generator for
coordinate transformations as o, where

o = ((; B’i) (10.275)

happens to be one of the Pauli matrices. A finite rotation is then given by
. 01" . 0\ .
R[A] = imR|=| = lim (Jl - —0'2) = Exp|-ifo; | (10.276)
n—-oo n n—oo n

Perhaps it is worthwhile to demonstrate that the original matrix is recovered from the
power series. Expanding

. 0 (—i90'2)n o n(90_2)2n . 0 ) (90_2)2n+1
Exp|-ifo; | = Z_; = ;(—) oor " u;(—) T (10.277)
and using
og=1=0"=1 o"'=0 (10.278)
we obtain
Exp|-iflo; | = Cos[6]1 - i Sin[6]o; = R[6] (10.279)

as claimed. This result is a generalization of the Euler identity to two dimensions.

Next consider the transformation operator for functions of these coordinates. Let x =
{x,, x,} represent the original coordinates, x" = R '[e]x = {x1, x2) represent coordinates
after a passive infinitesimal rotation of the axes, and expand

of o

fI¥]~ fix+ ax, (x = x) + o, 2 %) = flx] +8(X2

af  of

to first order. The final term in parentheses is the infinitesimal generator for transformations
of functions from the old coordinates to the new coordinates. Therefore, the operator that
transforms from f[x] to f[x] = f[R™'x] is

0 0 -
L=—i|x;— —x,— | = flx] = Exp[—i6L] f[x] (10.281)
Ox, ox,
Notice that the operator L is antisymmetric, like the matrix R, and that when the derivatives

are interpreted as momentum operators, L is the operator for orbital angular momentum
perpendicular to this plane.
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10.4.6 Example: SU(2)

The states of a spin-— particle are described by two-component spinors of the form

¥
0.282
W) = ( %) (10.282)

where the amplitudes y; are expressed relative to a particular orientation of the coordinate
system. Rotations of the coordinate axes mix the components of the spinors, preserving its
norm, and are described by unitary 2 X 2 matrices, such that

, Vi U, Up,)\(v
') = Ullﬁ>=»(¢’2) (U; U;j)(w;) (10.283)

where UU™ = 1. The set of all unitary 2 x 2 matrices with unit determinant forms a group
that is designated SU(2), which stands for special unitary group in two dimensions. Any
2 x 2 matrix contains four complex numbers or, equivalently, eight real parameters. The
requirement of unitarity imposes four constraints and the restriction upon the determinant
imposes another constraint, leaving three independent real parameters. Thus, an infinitesi-
mal transformation U can be parametrized in the form

U= Exp[—i@ﬁ - §] (10.284)

where 71 is an arbitrary unit vector in three dimensions and S is a set of three appropriately-
chosen 2 X 2 matrices that represent the infinitesimal generators of this group. Unitarity
requires S to be hermitian and the condition Det[U] = 1 requires Tr[S] 0. Therefore, we
express the generators in the form S = /2 where the Pauli matrices

01 0 —i 10
(’1‘(1 0)’ ‘72‘(12 o)’ “3‘(0 —1) (10.285)

constitute a complete set of linearly independent, traceless, hermitian, 2 X 2 matrices and
where the factor of % ensures that the eigenfunctions

1 1(1 0 1(0
-4 0040

have eigenvalues J_rz for S;. Therefore, 1f we rotate the coordinate axis through angle
0 about axis 71, the components of a spln—— wave function transform among themselves

according to the unitary matrix
U 6] = Exp|-i0- 5/ (10.287)

where 6 = 6 encodes the three parameters of SU(2).
Direct calculation will show that the Pauli matrices satisfy commutation relations of
the form

[o;,o-] 2ig; 00 = [Sl, j] = 1€, 1Sy (10.288)

where, by convention, one sums over a repeated index; hence, the right-hand side is
summed over k. Also, recall that the Levi-Civita symbol ¢, ; , takes the values +1 for a
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symmetric permutation of the indices, —1 for an antisymmetric permutation, or 0 when-
ever two indices are repeated. Thus, the structure constants are antisymmetric and one can
show that they satisfy the Jacobi identity, as required for a Lie group. Finally, notice that
the commutation relations for SU(2) can be expressed in the form

o

SxS=iS e dx0d =2 (10.289)

where the cross-product does not vanish because the components of o do not commute
with each other. One must be careful when generalizing results from vector algebra to
noncommuting operators or matrices.

The group SU(2) also admits matrix representations of higher dimension. Suppose
that we transform coordinates according to X’ = Rx where the matrices R;[6,] describe
independent rotations about each of three axes. The corresponding infinitesimal generators
S; for transformations of a vector are then obtained by differentiating R; as follows.

1 0 0 IR 0 0 0
R [6,]=]0 Cos|6,] sm[[el]J :Slz—i(a—e') =—il0 0 1
0 —Sin[d,] Cos|6, 1/6,=0 0 -1 0
(10.290)
Cos[6,] 0 —Sin[g 00 -I
R, [6,] = 0[2] 1 0[2] :Szz—i(%) =—il0 0 0
Sin[6,] 0  Cos|6,] 2/6,=0 10 0
(10.291)
Cos|6;] SinFﬂ 0 R 0 10
R, [6;] =|-Sin[6;] Cos[65] © :>S3=—m(693) -i|-1 0 0
0 0 1 3 /6,0 0 00
(10.292)

These generators also satisfy the commutation relations of SU(2). More generally, the three
operators S that describe the intrinsic spin are traceless hermitian matrices of dimension
2s + 1 that satisfy the SU(2) commutation relations

[Si’ Sj] = i8Sy (10.293)
such that
U [é] - Exp[—zzé - 3] (10.294)

generates rotation of the state vectors for particles with spin s.

10.4.7 Example: SO3)

Coordinate rotations that leave the Euclidean norm x% + x% + x% invariant are described
by orthogonal matrices R[#] where 6 stands for the three parameters needed to specify the
rotation. Proper rotations that exclude reflections also require Det[R] = +1. Thus, rotations
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are isomorphic with the group of special orthogonal matrices in three dimensions, namely
SO(3). Let

X = &0 =R, [?)] X, (10.295)

represent the coordinate transformation. Infinitesimal coordinate rotations are described
by

Exi+Oxi= & ~x+5,,0% (10.296)

where 6 = {6,, 0,, 05} is an infinitesimal vector and where the summation convention is
employed. The infinitesimal generators are then

9; 9 0
_ . J _ . _ = -
Li = _E6_9i67j = _Egi’j’kxja_xk =XXPp (10297)
where p = —iV is the momentum operator. These generators can be expressed in either

cartesian or polar coordinates as

(0 A . 0 0

L, =- (ya_z - 15) =—i (— Sm[d)]a—e — Cos[¢] Cot[@]%) (10.298)
{0 a\ . 0 . 0

L,=-i (Za _xﬁ_z) =—i (Cos[¢]% — Sin[¢] Cot[H]%) (10.299)
(0 oy .0

LZ = —1 (Xa*y —ya) = —l% (10300)

and are easily seen to satisfy commutation relations
(L, L;] = ig; ;L (10.301)

that are the same as those of SU(2). Nevertheless, these groups are not identical and we will
later exploit the homomorphism between SU(2) and SO(3) to analyze their representations
in considerable detail. For now, suffice it to recognize that the operator that transforms
functions whose coordinates are rotated through a finite angle is given by

R [é] = Exp[—:zé : Z] (10.302)

where § = {0, Gy, GZ} specifies the axis of rotation and the angle and where L are the

differential operators defined above.

10.4.8 Total angular momentum

We can now combine spin and orbital angular momentum by considering the transforma-
tion properties of a wave function of the form
X

¥
HEHE w;[x (10.303)
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that consists of 2s + 1 functions of the three-dimensional vector Xx. Rotation of the coordi-
nate system will both change the coordinates in each function and mix the components of
the state vector. Thus, we write

v [3] = Exp[—wﬁ - 3] ¥ [R [-6n) 1] (10.304)

where S mixes the components and R acts upon the coordinates. Expanding the infinitesi-
mal transformations to first order

W (%] ~ (160 - 8) W [1 - 0nx %] ~ (1-i6h - 5) (¥[3] - 62 % x Ve[x])  (10305)

and dropping higher-order terms, we can identify the infinitesimal generators as

=L+8S (10.306)
whereby
oV |x s e JR T
66E ] ~ —in-J¥Y [x] = V¥ [x] = Exp[—u@-]]‘l‘[x] (10.307)

provides the wave function in the rotated coordinate system.

The spin of an elementary particle is an intrinsic property that should be independent
of its position or momentum. Therefore, the S operators should be independent of X or
p and, hence, commute with L; S acts upon a nonclassical internal space represented by
the 2s + 1 components of the wave function while L acts upon geometrlcal variables with
classical interpretations. Thus, the total angular momentum J = L +S contains orbital and
spin contributions that satisfy the commutation relations

L L] = ie; 1y Ly (10.308)
[S" S'] =18 1Sy (10.309)
[Jz’ J;] i&; ji i (10.310)
[Ls;]=0 (10.311)

such that the transformation operators
R [é] = Exp[—i@ : 7] = Exp[—y'é : Z] Exp[—ié : 3] (10.312)

contain two factors that operate on different aspects of the wave function. If the hamilton-
ian is rotationally invariant, such that [H, J1 = 0, we can construct energy eigenfunctions
that are also eigenfunctions of J> and J,. Often [H, $?] = 0 also indicates that S is con-
served, but L2, L, and S usually are not when s > 0.

10.4.9 Transformation of Operators

Suppose that U is a unitary operator that performs coordinate transformations upon func-
tions and that A is an arbitrary operator on the same Hilbert space. Operators in the new
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and old coordinate systems are related by the familiar similarity transformation
W =U¢y = H =UHU™! (10.313)

If we now represent U = Exp[—iaS] in terms of a hermitian infinitesimal generator S and
a real parameter «, this similarity transformation can be evaluated as a power series in «
with the aid of the Baker—Haussdor{f identity

(—ia)? ia)’

5 3 [S, [S. 1S, H]]]+~-- (10.314)
where the number of times S appears in the leading position of each multiple commutator
is given by the associated power of —ia@. Verification of this identity is left as an exercise
for the reader. For infinitesimal transformations, we find

OH’
( oa

An important consequence is that H is invariant with respect to transformations generated
by operators with which it commutes, such that

[SH=0=H =H (10.316)

e "SHe' = H+(—ia)[S, H]+ =

[S. S, H]|+

) = —i[S, H] (10.315)
a=0

10.4.10 Invariant Functions

A function ¥ that is unchanged when its coordinates are transformed by any group element
is described as an invariant of the group and satisfies

¥ |R™'x| = ylx] = R¢ = ¢ = Expl—ia- Gly = ¢ (10.317)

where a is the parameter vector and G is the corresponding vector of generators. For small
a; we can use the first-order expansion

(I —ia-GWix] =ylx] = Gy =0 (10.318)
to conclude that invariants are annihilated by any of the group generators, labeled by
i = 1,n. For example, consider a central function of the form y[x,y] = y[r] where
r = 4/ x> + y* and the infinitesimal generator

0 0 0

L =—-ilx——-y—|=-i— 10.319

=i (x % y (9x) i 26 ( )

for rotations in the plane. Obviously, ¢ is invariant wrt L_ because L_/[r] = 0 for any {x, y}.

If Gy = 0 for some generators but not others, we can describe ¢ as invariant with
respect to the subgroups generated by each G; that annihilates ¢. Suppose that ¢ is an
invariant wrt G; and ¢ is an arbitrary function. Then

Gy = 9G¥ +YGi¢p = YGp (10.320)
permits the invariant to be factored out as if it were a constant. Similarly, the transformation
RW¢ = Exp|-ia,G;| ¢ = ¢ Exp|-ia,G,| ¢ (10.321)

only affects ¢, the noninvariant (i.e., variable) factor.
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A function ¥/[x] that satisfies
Gylx] = Alx]y(x] (10.322)

where A[x] is an invariant of the infinitesimal generator G is described as an eigenfunction
of G with eigenvalue A[x]. Finite transformations based upon G then take the form

Expl-iaGly[x] = e yx] (10.323)

Suppose that ¢, and ¢, are two different eigenfunctions of G with eigenvalues A, and A,,
respectively. Then

Gy, [x1,[x] = Y, Gy + 4, Gy = (A, [x] + A, [x]) o [x]ip, ] (10.324)

shows that ¥, is also an eigenfunction of G whose eigenvalue is A, + A,.

Let T[a] represent an element of a symmetry group with parameter a that acts on
coordinate x according to X’ = T[a]x and let 7 [a] represent the corresponding operator
upon functions, such that

Tlalylx] = ¥ [T [alx]| (10.325)

Suppose that the Hamiltonian operator H commutes with 7, such that [H, 7] = 0 and that
{/;,i = 1, n} are a linearly independent set of eigenfunctions for H that share a common
eigenvalue E, such that

Hy, = Ey, = HTY, = ETY, (10.326)

Thus, 7, is also an eigenfunction of H with the same eigenvalue and can be expanded as
the linear superposition

Tlaly,x] = g, [T 'alx] = >" ¢, 1xID, [a] (10.327)
=1

J

with coefficients that depend upon the group parameter. The ordering of the indices may
appear unusual but is needed to ensure that the matrices D[a] constitute a representation
of the symmetry group 7. Suppose that we combine two symmetry operations

TIbIT [aly; = ) TIbly,D, lal = )" D, [bID, [a] (10.328)
Jj=1 Jk=1
such that
T[b]T|a] = T[c] < D|b]D|a] = D|c] (10.329)

Therefore, D[a] is an n-dimensional matrix representation of group element 7'[a]. Notice
that this ordering is consistent with the inverse relationship between 7 and 7', whereby

Tlellx] = ¢ [T [el] = ¢ [(T[0IT[a)'x| = ¢ [T~ [a] T~ [b]x] (10.330)
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10.5 Lie Algebra
10.5.1 Definitions

A Lie algebra is a linear vector space with a law of composition (or multiplication) denoted
by [A;, A;] that satisfies the following properties:

e closure under multiplication: if A and B are members of the algebra, then the product
[A, B] is also a member

e antisymmetry under multiplication: [B, A] = —[A, B]
e distributive law: [A + B, C] = [A, C] + [B, C]
o Jacobi identity: [4, [B, C]| + [B, [C, A]| + [C. [A, B]]| = 0.

This abstract notion includes both Lie groups expressed in terms of differential operators
that generate infinitesimal coordinate transformations and their representations in terms of
matrices. The law of composition could be the commutator

[A, B] = AB — BA (10.331)

for quantum mechanics or it could be the Poisson bracket

0A OB 0B 0A
[A, B] = Z (6%6131_ - aq,.ap,.) (10.332)
for classical mechanics, where g;, p; are pairs of canonically conjugate generalized coordi-
nates and momenta. The fact that general theorems depend upon abstract postulates instead
of specific realizations gives this branch of mathematics considerable power and versatil-
ity.

The dimension of the algebra is the dimension of its underlying vector space or, equiv-
alently, the number of independent generators. An algebra A is abelian if [A;, A;] = 0 for
all {A, A j} € A. A subalgebra is a subset of the vector space that satisfies all conditions
for a Lie algebra. An algebra is described as simple if it does not contain an invariant
subalgebra or semisimple if it does not contain an abelian subalgebra. An algebra is semi-
simple if and only if it is a direct sum of simple algebras. A compact algebra is necessarily
semisimple. It is useful to define a metric tensor, also known as a Killing form, as

g Y cheh, (10.333)
k1

where the proportionality constant can be chosen for convenience. Cartan’s theorem states
that a Lie algebra is semisimple if and only if Det[g] # 0. Under those conditions we can
also define an inverse g’/ that satisfies

Z 818 =6, (10.334)
k

The rank of an algebra is the maximum number of linearly independent mutually com-
muting operators that it supports. Let {P, i = 1, r} represent a set of mutually commuting
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operators, such that [P, Pj] = 0 for all i, j < r and let {Qj, j = r+ 1,d} represent the
remaining generators. Racah proved that r independent Casimir operators {C,,i = 1, r}
that commute with all A; € A, such that

[c.P]=]C.0;]=0 (10.335)

can be constructed for any semisimple Lie algebra of rank r from linear combinations of
products of the generators. For example,

C, Z gIAA, (10.336)
ij

commutes with all A; € A; the proportionality constant can be chosen for convenience.
This lowest-order Casimir operator is usually very useful but higher-order Casimir opera-
tors are often very complicated. Schur’s lemma tells us that any matrix which commutes
with all the matrices of an irreducible representation must be a multiple of the unit matrix.
Therefore, the irreducible representations of A can be labeled with the eigenvalues {c;}
for the Casimir operators while their members are distinguished by the eigenvalues {p,}

for the selected {P;}. The basis states for such representations can then be expressed in the
form

Ci |C1 . ..Cr; pl ...pr> = Ci |Cl ...Cr;p] ...pr> (10.337)
Pleycipyp,) = pileycipip,) (10.338)
Furthermore, raising and lowering operators (ladder operators) for the p; can then be

constructed from linear combinations of the Q,.

10.5.2 Example: SU(2)
For example, SU(2) is defined by the commutation relations
[5.5,] = g, 5 (10.339)

and has dimension 3 and rank 1. Its metric tensor

Z EikiCrik = Z & ki€ik = 20, (10.340)
ol ol

shows that it is semisimple. Because the normalization of g, ; is irrelevant, one normally
redefines the metric tensor for this group to be g; ; = g = 6, ;- There is only one Casimir
operator

C=S1+8+5; (10.341)

and it is proportional to the operator for total spin, S?. Therefore, if [H, 5] = 0, one may
classify eigenstates |s, m) by their eigenvalues for S and one of the S,, arbitrarily chosen
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as S, such that

Ssls, my = mls, m) (10.342)
Furthermore,
(s, m|S?] 5, m) = m? (10.343)

demonstrates that there must be a maximum value of m for any finite s; equality applies
only when s = 0.

To determine the eigenvalues of S? and the allowed values of m for each irrep s, it is
useful to define the ladder operators

S, =8, +iS, (10.344)

whose commutation relations

[S;, 5,1 = %S, (10.345)
[$%5,1=0 (10.346)
[S,.S_1=28; (10.347)

can (and should!) be verified easily. Applying the first set of commutation relations

(538, = S.Sy)ls, m)y = (S5 —m)S_Is, m) = £S_Is, m) = S35, 1s, m) = (m £ 1)S_|s, m)
(10.348)

demonstrates that S_|s, m) is an eigenfunction of S; with eigenvalue m + 1. Thus, the effect
of S, is to raise m by one unit while S_ lowers m by one unit. We can express S? in two
alternative forms

S =S58, +8;8;+1)=5,5_ +85S; - 1) (10.349)
and choose to label irrep s using the maximum possible value of m, such that
S.ls,s)=0= $%ls, s) = s(s + Dls, s) (10.350)

Closure of irrep s with respect to the ladder operators, S, , requires the allowed values of
m to form a sequence s, s — 1,..., s — n where n is a finite nonnegative integer, such that

S ls,s—ny=0= §%s,s—n) = (s—n)(s—n—1ls, s—ny = (s—n)(s—n—1) = s(s+1)
(10.351)

requires n = 2s. Therefore, s is either integral or half-integral such that the dimension of
irrep s is 2s + 1 and its eigenvalues are given by

S5, m) = s(s + Dls, m), s=0%1,3,2... (10.352)

b3 b 3,
Ssls, m) = mls, m), m=ss—1,...,—s (10.353)

It is important to recognize that this analysis was based entirely upon the commutation
relations of SU(2) and did not employ any specific representation of the associated Lie



10.6 Orthogonality Relations for Lie Groups 425

algebra. Therefore, it applies equally well to representations of any dimension, not just
the two-dimensional representation that originally motivated the correspondence between
the generators of SU(2) and the operators for spin. One might expect the same analysis
also to apply to the representations of SO(3) that describe orbital angular momentum if
one simply replaces S — L and s — / everywhere. However, that correspondence does not
exclude half-integral orbital angular momentum, which is actually a tricky issue. For clas-
sical physics the requirement of single-valuedness excludes half-integral values because
e™9 would change sign under ¢ — ¢ + 27 if m were half-integral, but quantum mechan-
ics permits this sign change because observables depend upon the absolute magnitude of
the wave function. On the other hand, because orbital angular momentum is a classical
concept, we might appeal to the correspondence principle to require single-valuedness
anyway; no such appeal is possible for intrinsic spin because it is inherently nonclassical.
For a more rigorous argument that limits / to integer values, we must return to the differ-
ential operators and their eigenfunctions; that argument is left to the exercises. Perhaps
we should have anticipated that the algebraic argument based upon commutation relations
alone would be inconclusive because the generators of SU(2) obey the same commutation
relations as those of SO(3), yet SU(2) was designed to describe spin-%. Therefore, such an
analysis does not distinguish between spin and orbital angular momentum. This is actually
a strength of the method! If we define angular momentum by the requirement that eigen-
states of a rotationally invariant Hamiltonian transform according to

R = Exp[—zzé : j] (10.354)

where the infinitesimal generators J=L+5§ obey the commutation relations

[/ 431 = i,

s (10.355)

then both spin and orbital contributions are included.

10.6 Orthogonality Relations for Lie Groups

Orthogonality relations were crucial to the analysis of finite groups and we expect anal-
ogous relations to be central to applications using Lie groups, but we must generalize
from summation to integration using weight functions that preserve group properties. Let
a = {a; i = 1, m} represent a point in the m-dimensional parameter space of a Lie group
and let da represent an infinitesimal volume surrounding that point. If  is another point in
the same parameter space, the group multiplication law ¢ = ¢[a, b] assigns point ¢ to the
composition of elements a and b. If @ is a unique point and the number of elements in the
volume at b is p[b] db where p[b] is a density function, then the number of points

plclde = p[bl db (10.356)

near ¢ must be the same because group multiplication by a provides a one-to-one corre-
spondence between elements near ¢ with those near b. Suppose that we choose a to be the
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identity element, such that

= ¢10,b] = db; = ) (a"jé[jf b]) da, (10.357)
J a=!

j=1 =0

The volume at b is then

db =Jlblda (10.358)

d¢,la, b] )
Det
( aa.i a=0

is the Jacobian determinant. Let p[0] denote the density near the identity element, such
that

where

J[b] = (10.359)

plO]

plbldb = p[0]da = p[b] = bl

(10.360)
defines a suitable density function. The density at the origin is usually assigned p[0] = 1,
somewhat arbitrarily. This version is described as a right density because it is based upon
the right argument of ¢ = ¢[a, b].

Suppose that Y/[a] is a function of the group parameters. Recall that the rearrangement
theorem for finite groups states

Dwlgl = wighl = wlhel (10.361)
8 8 8

where h belongs to the group and the summations are taken over all group elements g.
Generalizations to continuous groups then take the form

f Ylalplal da = f u[gla, bl]pgIbldb = f dbp, [D1Y[41b, al] (10.362)

where one must recognize that left and right densities need not be equal if one or more
parameters has an infinite range. Thus, depending upon application, we may require both

o %)
a=0

e 55|
aj a=0

where p[0] may be chosen for convenience. Fortunately, one can show that these densities
are equal for compact groups and we usually will not have to confront this issue.

Perhaps the most important application of group integration is to the orthogonality
properties of irreducible representations whose matrix elements are analytic functions of

(10.363)

(10.364)
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the continuous group parameters. Recall that the orthogonality theorem for two irreps of a
finite group with N elements takes the form

PN ()] N,
2 DIMel Dapls] = ~€6,,05,5; (10.365)
geG 4

where n; is the dimensionality of irrep i. This result can now be translated to the continuum
according to

; j 04,08,9; ;
f DY, lal'Diplalplal da = ~20 f plalda (10.366)

L

where the integral over density is the analog of N. Naturally we assume that the integrals
exist but will not investigate the necessary conditions; suffice it to say that problems are
rarely encountered here. Similarly, orthogonality of characters

DINXO (G ¥ €] = Ngo, (10.367)
k
takes the continuum form

f/\/(i)[a]*/\/(j)[a]dazéi,j fp[a]da (10.368)

Example

For example, consider

X =ayg+(l+a)x a +-1 (10.369)
such that
) a¢
dola, bl = ay + by (1 +a;) = 373 =1, 37(1) = b, (10.370)
99 9¢
¢la bl =a; +b, (1 +a)) = 871(]) =0, 671; =1+b, (10.371)
results in
J[b] =1 +b, (10.372)
such that
[b] = ! (10.373)
P ITS b, '
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10.7 Quantum Mechanical Representations of the Rotation Group
10.7.1 Generators and Commutation Relations

We have seen in previous sections that the wave functions for spin-% transform among
themselves according to SU(2) while those for orbital angular momentum are governed by
SO(3). Both of those groups have dimension 3, rank 1, and satisfy the same commutation
relations. Therefore, we generalize the definition of angular momentum to include both
spin and orbital angular momentum by postulating commutation relations of the form

[‘Ii’ ‘]j] = ig; ;1 (10.374)

for the generators of rotations of the wave function and define the square of the total
angular momentum as the Casimir operator

P=L+l+=|FJ]=0 (10.375)

that commutes with all of the generators. Therefore, we can define basis vectors ¥ im that
are simultaneous eigenfunctions of J> and one of its components, arbitrarily chosen as J,
such that

Ty =m0 (10.376)

It is also useful to define raising and lowering operators, also known as ladder operators ,
according to

J.=1, xil, (10.377)
such that

AR EEA (10.378)

[/ /2] =0 (10.379)

[/, 0] =27, (10.380)
Thus,

(T =T ) =+ = T, = (m+ DI, (10.381)

(T =T ) == =TI Y, = (m= DI Y, (10.382)

demonstrates that J,y; , is an eigenfunction of J, with eigenvalue m + 1 — the effect of J,
is to raise m by one unit whereas J_ lowers m by the same amount. Suppose that u is the
maximum possible m in the irreducible representation labeled j. Expressing J? in the form

=T+ (] +1) (10.383)
we obtain

p=Max[m]l = J ¢, , =0=J, = u(u+ 1y, (10.384)
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and can label the representation by its maximum m such that
P, =00+, (10.385)

for any allowed m. Application of (J_)" to i, ; yields an eigenfunction ¥, ;_, and must
terminate at a finite value of n because the representation j is finite. Expressing J? in the
form

J=JJ +1 (] -1) (10.386)
and using J_y/; ;_, = 0, we obtain
2 s . s
P = G=mG—n=1D; =G+ D, ., (10.387)

where the final step uses the fact that the eigenvalue of J? is independent of m. Thus, we
find j = n/2 where n is an integer, and conclude that j is either integral or half-integral
according to whether n is even or odd. The operators J_, J, transform the eigenfunctions of
J? with common j among themselves and must span the vector space because the represen-
tation we seek is irreducible. Therefore, the irreducible representation labeled j contains
2j + 1 basis vectors that satisfy

Py, =G+, (10.388)
S i =m0, (10.389)

form=—-j—-j+1,...,j—1,].

All rotations through the same angle, regardless of axis, are similar and belong to
the same class. Therefore, there are an infinite number of classes and, correspondingly, an
infinite number of irreducible representations. To demonstrate this class structure, consider
arotation § = R [0]R_[¢] that creates a new coordinate system with its polar axis in the
direction {6, ¢} wrt to the original coordinate system. If we follow a rotation about this
new axis by S~! to restore the original coordinate system, the net result of SRz[a]S’1 is to
perform a rotation through angle @ about an axis specified by {6, ¢}. This general rotation
is similar to R_[a@] by construction. Thus, all rotations through the same angle around any
axis are similar to each other and form a class. The irreducible representations for rotations
about the z-axis take the form

DY [R_[6]] = Exp[—imd]1 (10.390)
with character

Sin[(2j + 1)6/2]

J
() - _ — ; —
X161 = TrExp[—imé]l = ,,;j Bxplimf] = == (10.391)
where 6 labels the class. More generally, an arbitrary rotation is represented by
DYV[w] = Exp[—iw - J] (10.392)

where w = {6,,60,, 6,}. The DY) matrices are unitary, which requires the J; operators to be
hermitian.
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Finally, we evaluate the matrix elements of J, . Let

SV im =l jmer (10.393)

U =Dj e (10.394)
and observe that these operators are hermitian conjugates of each other

Jo=Jl, J =J" (10.395)

+

Furthermore, the cross-products take the form

JJ = =T (). -1) (10.396)
JJ, =T =7 (] +1) (10.397)

Thus, the norms

sl = (1 [0 = W [0, = G+ D = mm + 1) (10.398)
bl = (J—%:m |J-W j,m> = (W I W) = GG+ 1) = mGm = 1) (10.399)

determine the matrix elements up to phase. Choosing the so-called Condon—Shortley con-
ventions

I = NG+ D =mm+ Dy, (10.400)

I =NJG+D=mm =1y, (10.401)

then determines the relative phases among the ¢, basis vectors. Notice that J. ¢, ; =
J_y;_; =0, as required by the preceding analysis.

10.7.2 Euler Parametrization

The orientation of a three-dimensional object can be specified by three Euler angles
describing the following sequence of operations:

~ N8 o

e rotation about the Z-axis through angle @, producing new axes ¥, ¥, 7' = 2

e rotation about the j’-axis through angle 3, producing new axes 3", 3" = J

517

e rotation about the Z'’-axis through angle y.

Alternatively, the same orientation can be achieved using the following sequence opera-
tions with respect to space-fixed axes:

e rotation about the Z-axis through angle y
e rotation about the y-axis through angle 5

e rotation about the Z-axis through angle a.
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Thus, a general rotation matrix takes the form

Rla, B, y] = R [@]R [BIR [v] (10.402)

with inverses
(Rle, B,yD ™" = R.[-¥IR [-BIR.[-a] = R[~y, -B, —a] (10.403)

The ranges for these angles are 0 < @ < 27,0 < § < &, and 0 < y < 27. However, a spec-
ified rotation does not uniquely determine the Euler angles — for example, the parameters
{a, 0,7} and {a + «, 0, ¥ — «} produce the same rotation for any «.

Suppose that ¢, is an eigenfunction with total angular momentum j and magnetic
quantum number m. The effect of a rotation is then

J .
RI0BAW = D s Dol B, Y] (10.404)

m'=—j

where DY is the rotation matrix for irreducible representation j. Please note once again
the ordering of the indices. Having chosen basis functions to be eigenfunctions of J_, we
can write

DYa, B, y] = Exp|—iaJ.|d"[B] Exp|—iy/.] (10.405)

where the reduced rotation matrix d depends only upon 8 while the rotations about the
z-axis are diagonal. Thus,

J .
RI0 By = D Wil B EXD[=i (my + m'a)] (10.406)
m=j

10.7.3 Homomorphism Between SU(2) and SO(3)

The groups SO(3) and SU(2) both require three real parameters and their generators satisfy
the same commutation relations, suggesting that these groups are homomorphic. There are
two common parametrizations of SU(2). First, consider the Pauli representation

Potips P, tip, oA
U= . . = Ppyoy +Iip-T (10.407)
(—pzﬂpl Po —lps) PP

where the parameters p; are real,

10 0 1 0 -i 10
‘702(0 1)’ ‘712(1 0)’ ‘TZZ(E' 0)’ ‘732(0 —1) (10.408)

are the basis matrices, and where the constraint

p(2)= 1 —p%—p%—p% (10.409)
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ensures that Det[U] = +1. Note that there are only three independent parameters and that
we require |p| < 1. Alternatively, the Cayley—Klein parametrization

_ [ €% Cos[y]  €“ Sin[y]
Ul y, (] = (_e_if Sin[y] e~ Cos| w]) (10.410)

has the advantage that the parameters are unconstrained and U is manifestly unitary.
Consider the matrix

N z X — iy
p=7-0= (x+zy . ) (10.411)
from which one can read the components of 7 in a particular coordinate system using
x = (py +p1p)/2 (10.412)
y = (a1 —p1p)/ 20 (10.413)
=Py (10.414)

Next, suppose that we evaluate

o =UpU™! (10.415)
with a similarity transform and evaluate the new coordinates

7 =Ar (10.416)

by interpreting the elements of p’ in the same manner. The resulting linear transformation
is represented by the 3 X 3 matrix A. If A is an orthogonal matrix with determinant +1, it
can be interpreted as a coordinate rotation that establishes a homomorphism between the
SU(2) matrix U and the SO(3) matrix A. After some straightforward but tedious algebra
(see exercises), one finds

1=2(p+p3) 2(pops+pip2) 2(Pips = Pop2)
A=|2(ppy=pops) 1-2(pt +p3) 2(p2p3 + popy) (10.417)
2(pop2+ ips) 2(paps—pop1)  1-2(pl +p3)

and can verify that AAT = 1 and Det[A] = +1 using po =1- p% - p% - p%. Therefore,

A € SO(3) is a valid rotation matrix.

Next we seek the relationship between the Euler angles and the Cayley—Klein parame-
ters. Although one can evaluate p’ = UpU~! using the Cayley—Klein parametrization in
general, it is easier to choose the following special cases:

Cos[2{]  Sin[2Z] 0

Ul0,0,¢] = (@g e(_)ig) — UpU~" =|-Sin[2Z] Cos[2Z] O|=R.[2{] (10.418)
0 0 1
. Cos[2y] 0 Sin[2
U[0, , 0] = ( Cosly] Sm["ﬂ) — UpU™' = OS(E Y 1 m([) Y =R [2y]
o —Sinly] - Cosly] _Sin[2¢] 0 Cosi2y])

(10.419)
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Thus, we have expressed the two matrices needed for the Euler parametrization of SO(3)
in terms of the Cayley—Klein parametrization of SU(2). A general rotation then takes the
form

Rla. 8,7 = R[aIR [BIR [y] = U = +U [o, 0, %] U [o, g o] U [0, 0, g] (10.420)

where the + reflects the sign ambiguity in U that arises because R was derived from
UpU~!, which is second-order in U. This homomorphism is double-valued: two elements
of SU(2) map onto the same element of SO(3).

Transformation matrices for state vectors with j = 1/2 are, as usual, based upon the
inverse of the rotation for coordinates

(Rla, B, YD)~ = R[-YIR [-BIR [-a]

— U =xuU00-2|u [o, —g, o] ulo.0.-5] (10-421)

such that

(10.422)

DY, B,v] = (e—i(a+y)/2 COSLg] _pita—/2 Sin[g])

eir-a/2 Sin[i] eia+)/2 Cos[g]
is a two-dimensional irreducible representation of SO(3) that describes states with angular
momentum j = 1/2. It is also useful to factor the rotation matrix

D0 71 = Bxpl-iy /2] B Enp| e 2] 10.023

where the reduced rotation matrix is simply

/2 _ [Cos g —Sin g
(Sl i)
Notice that a rotation of the coordinate system by 27 around any axis simply inverts the
sign of the wave function; a rotation through 4 is needed to recover the original wave
function. The half-angles appear here because the homomorphism between SU(2) and
SO(3) is double-valued. Despite this minor complication, this representation for D(!/?
provides a useful starting point for construction of irreducible representations of higher
dimension.

10.7.4 Irreducible Representations of SU(2)

Consider two variables y, and y_ and construct linear differential operators

1 a a
_ 2 10.42

J, 2(X_6X+ +X+6X_) (10.425)
i d d

_t _ 10.426

J, 2( car 6)@) ( )
1 d d

_ 2 _ 10.427

‘ 2(+3X+ X‘a)(_) ( )
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that act on functions of the form ¥/[y,, x_]. With careful examination of commutators like

i 3 3 o o
Uy = 0,)0 = (( “ox, X+3X)(+3X ‘%)

3 W oy
f v e 0)

i o Py LZPY P L oy )
= - —+ .
( “av. oy an g Mo Max, Moy,
i o Pu LPU LYy
4( "o, M avan, o Mol Max

Ui
X—X+ 8X+ 6X7

i oy o
=$ledy i)
:JZ(//
(10.428)

one soon verifies that these operators satisfy the commutation relations
[7, 7] = i, (10.429)

required for angular momentum operators. Next, suppose that i assumes the specific form

2))! .
o= T 10.430
Vi =\ GG —mn & (10430
of homogeneous polynomials of order 2j where m = —j, —j+1,..., j—1, j and where the

normalization factor is chosen to ensure that

Z ‘l//]m| = Z (]+m)' j+ij_mZ _

m_*‘[ m_*‘]

(P + e P) =1 (10431)

when the basis vectors are normalized according to | x,|* + |x_|* = 1. Then using

d
= G, = L, = mp, (10.432)

0 .
X+a¢’,;m =(+my;,, X oy

we observe that ¢ ;  is an eigenfunction of J, with eigenvalue m. Similarly, using

jm

2 2 2
P =L+ +] = (Xa 2 9 9 0 a)

+2
) +X_a : XX+3X+3X 3X+8X+ 3)(_3)(
(10.433)
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such that

P = 3G +mG+m=1)+(=m)(j—m—1)+2(j +m)(j —m) +3(j + m)
+3( = m)W
= JjG+ DY,
(10.434)

we find that ¢, is an eigenfunction of J? with eigenvalue j(j + 1). Therefore, ¢ m con-
stitutes a suitable set of basis functions for representations of the rotation group.

We now require the variables y,, y_ to transform under SU(2) according to D'"/?[a, S, y],
such that

1/2
(1/2)
> X Dutmle 7] (10.435)
m'==1/2

where x_, ,, is equivalent to x, . It is sufficient to work out the case @ = y = 0, for which

(Xi)ﬁm (Xi)j_m = (Cos[é] Xo — Sin[g] )(_)Hm (Sln[ﬁ] + Cos[ﬁ] X_)j—m
& sz( v (J + m) (J V’”) (10.436)
v=0

]+m—;1+v :8 J—m+pu—v )
xCos[ ] Sin[i] XTI

where the second line arises from the binomial theorem. The terms under the summation

can be expressed in terms of ¢, ,, using the substitution 4 + v — j —m’ such that

ey 3 s 2am )

m=—j Vv

ﬁ m+m’+2v ﬁ 2j—m—m’'=2y .,
X Cos[i] Sin[i] X (10.437)

where the summation over v is limited by the binomial coefficients, which vanish when
the lower argument is negative. Upon insertion of the normalization factors

ZZ( Ly v(u+m>'(1 m)')”z j+m \(j-m
G +m!(j—m)! j—m —v %

m’ :—j 4

x Cos ¥ (10.438)

ﬁ m+m’+2v
H 2

2j—m—m’'=2y
Sin[é]
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we identify the rotation matrix as

42 151 - ((j (- m’)!)”2 Z(_),,-_mf_v( j+m )(1 - m)

(j+m)!(j —m)! e A
m+m’+2v 2j—m—m'=2y
X Cos[g] Sin[’g] (10.439)

or

s =

X Z‘(_)V (j _J ;m_ V) (J' ; m) Cot[grv (10.440)

The summation over v is expressible in terms of a hypergeometric function or a Jacobi
polynomial in Cot[5/2]?, but that does not really simplify the result. One should verify
that our previous result for d!? is contained within this formula. Carrying this one step
further, one obtains the rotation matrix for spin-1

2 in . 2 in
Cos[4]” -3t sin[£] (1 + Cos[Bl) —*EL 3(1 - Cos[B])

d(l) Sin[f] CO![:ZB] Sin[f] Sin[f] COQ/[_B] Sin[f]
V2 ) V2 5 . V2 Sinig] . V2
. Sin| (1 -C 1P| kS C
Sln[g] \/E[ﬁ] COS[%] 2(1 OS[ﬁ]) V2 2(1 + OS[ﬁ])

and observes that half-angles are not required for integral j. Wave functions for half-
integral spin change sign upon rotation through 27, whereas those for integral spin do
not.

Below we tabulate some of the symmetries and special values for rotation matrices
but do not provide proofs. Note that / is restricted to integers while j may be integral
or half-integral. Be aware that some authors employ different phase conventions for both
rotation matrices and spherical harmonics.
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) | 4r
Dm,()[(l', ﬂ, ’y] = m Yl,—m [ﬂ, a] (10442)

anolpl = (7 Z;: )V2 P, [cos ] (10.443)

dg,)o[ﬁ] = P[cosf] (10.444)

Ayl =B = i 1B] (10.445)

dyl wlen] = (<Y, (10.446)
Ayl ol = Bl = (=Y dyy-w [B] (10.447)
Ayt ulB1 = (=" " - n[B] = (=) "y 18] (10.448)

Dyt @, B = Dytul =B, —¥] = (=Y "Dl B ] (10.449)

10.7.5 Orthogonality Relations for Rotation Matrices

Now that we have an expression for the reduced rotation matrix, the matrices for arbitrary
rotations can be evaluated using

DYa, B, y] = Exp|—iaJ,|d[B] Exp|-iy/.| (10.450)
= Dyrula. 7] = Exp| i (my + m'a)] dotnlB) (10451

Let w = {@, B, y} denote the Euler angles. According to the orthogonality theorem for
compact Lie groups, we expect the representation matrices to satisfy an orthogonality
relation of the form

f (Dmlw]) Dy wlplw] do = s Omnt f ploldw (10.452)
2j+1

where p[w] is an appropriate density function and where the integration includes all group
elements. It is rather difficult to derive the density function directly because the compo-
sition law for Euler angles is complicated, but some physical reasoning will provide the
required function. Consider the motion of the z-axis under the rotations described by y and
B. The first acts as an azimuthal angle while S acts as a polar angle, describing any point
on the unit sphere. Thus, we expect a uniform density for y and a Sin[f] density for the
polar angle. The final rotation by « is also azimuthal with a uniform density. Therefore,
we expect that p[w] = Sin[S] and write

[ (phto)) Dielloldo

- f Ayl By 1BV Explim — nyyl Expli (m’ - n') @] Sin[BldadBdy (10.453)

where d is real. Orthogonality with respect to magnetic quantum numbers must be pro-
vided by the integrations over « and y. If j, j* are either both integral or both half-integral
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the differences between magnetic quantum numbers are integral and integration over the
range (0, 2m) ensures orthogonality, but if one is integral and the other half-integral, the
difference in magnetic quantum numbers is half-integral and integration over the range
(0, 4rr) is needed for both @ and y. This should not be surprising, at least in retrospect,
because the identity element for subgroups consisting of rotations about a fixed axis is a
rotation of 4 for a half-integral spin. Therefore, the covering group capable of accommo-
dating both integral and half-integral angular momentum features an enlarged parameter
space with 0 < @ <4mrand 0 < y < 4n.

Orthogonality with respect to j is then left to integration over 3. Treating d'”[3] as
representations of a one-parameter subgroup, we expect

) (" . 5“" .
f A [l SinlBld =~ f Sinl] dp (10.454)
0 2j+1 Jp
or
S () . 2
fo dymlwldpymlw] Sin[B] dB = ﬁém/ (10.455)

It would be rather difficult to obtain this result directly from the power series for d/)
without using the underlying theorems from group theory. We can now put everything
together to obtain

4 e 4 . ; 2
7 * 32
[ aa [“apsiig [ avpihuia pn (D) = 576000
0 0 0 2j+1 7
(10.456)

as the orthogonality theorem for representations of the rotational covering group without
performing arduous integrations.

10.7.6 Coupling of Angular Momenta

Direct products of two irreducible representations of the rotation group produce a Clebsch—
Gordan expansion

pUE) = N (j,j,] j) DY (10.457)

J

Recall that all rotations through the same angle belong to the same class regardless of axis.
Thus, the easiest way to determine the reduction coefficients is to evaluate the character

YU [w] = yU)[w] x V) [w] (10.458)
for w = {0, 0, ¢} to obtain
J1 Ja

J
Z Z (jij» | J)Expl-img¢] = Z Z Exp|~i (m, +m,)¢] (10.459)

Jjom==j my==jj my==jp
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Multiplying both sides by Exp[in¢g] and integrating over O < ¢ < 4x to account for possible
half-integral quantum numbers, we obtain

)

J J
D (sl ) = Z > S (10.460)

Jom==j m==j) my==j,
Satisfying these constraints limits j to the range |j, — j,| < j < j, + j,. The total number of
terms on the right-hand side is (2, + 1)(2j, + 1). If we assume, without loss of generality,
that j, = j,, the total number of terms on the left hand side is
Jiti
DL @i+ = (2 +1)(2,+1) (10.461)
J=Ji=h
Therefore, every (j, j, |j) in the allowed range equals 1, such that
plieh) = plli-il) g pli-il+D) g ... @ pliiti) (10.462)

shows that the rotation group is simply reducible.
The direct product of two angular momentum eigenstates can now be expanded in
terms of irreducible representations according to

_ v h
w.ilvmlwh»mz - Z <m1 m,

Jom

m

J > i (10.463)

where the Clebsch—Gordan coeflicients can be obtained by generalizing the relationship

y\[jp v
Ki\i j

for discrete groups to the continuum according to

f“” f f“” () @D o
da dﬁ Sm[ﬁ] d‘mel ml[ ]Dm2 m7[ ]Dm m[ ]

3272 gy gy | i\[ir &
mf\m; m,

T2j+1\m mh
Notice that for the special cases m’ = =+j, the rotation matrices have only a single term:

@, . Ng
ZDz i g]Dj g (gD xlgl* = P <lf X
y

l
geG

7>‘ (10.464)

J > (10.465)
m

T Q) V2 BT L BT . .
D/m[ ] = (m) Sln[z] COS|:§:| EXp[—l(l’f’E’y+ ]G’)] (10466)

@) ( 2!

172 ]+m ,8 j-m
_ Jj+m o Vg - o
DZjmlw] = (=) GrmlG—m! m)!) Sm[ Cos[ ] Exp[—i(my — ja)]

(10.467)
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Consider the special case m) = Ji mh = — J»» for which
4 vibs
(1 (J ) ) 5
f da f dp Sin[B] f dyD; m [0ID=}m, [W]D} -, mlw]

27 (i g | N\ i ]\
Ji1— Jof \my m,

= . . 10.468
2+ 1\j; - m> ( )

and let

. f“” 4 f f“” (12) ()
= [0 dﬂ Sln[ﬂ] Cl)/Djl m] [(A)]qu mz[ ]Dm m[ ]

= (i ( (241)" 2h) GEmiG- m')')“2
(J1 +m1) (J1 ml) (Jz+mz) (Jz m2) (J+m)!(j —m)!

Njem—v [ Jtm j—m
X ()0
47 T 4 ,3 Ji=my+jy+my+2 j—m—m’' =2y
xf cﬂa/f cﬂﬁSin[ﬂ]f cﬂySin[—]
0 0 0 2

[B]j] +my + j, =y +m+m’ +2v

x Cos| = Exp|—i (m, + my — m)y|Exp|-i(j, — j, —m')a]

(10.469)

where v is an integer whose range is limited by the binomial coefficients in the expansion.

. . B oo . . , .
Integration over y requires m = m, + m, while integration over « requires m’ = j, — j,,
such that

: (2,)! (22)!
I=(4 )zémm m 6m' 1=J (_)IZerz(
" O gt i G+ m)! Gy =)t G+ ma)! (7 = ma)!
><(J S+ i) G+ = i) )1/2
(J+m)!(j —m)!
. . /2
> Z(_)j—jl+j2—v (j ~ le -:’72 _ V) (] —Vm)4j0' dn Sin[n]2j+2j2—2ml—2v+l

X Cos[n]2j1+2ml+2v+l

(10.470)

Using our old friend the beta function (recall Sec. 2.6.2)

/2 . r 1
fo Cos[0)*"" Sin[0]*7! d6 = % EB[p ql (10.471)
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the integral reduces to

= 2 J=J1+2),+m
I =321 Ot j, =g, (FY IR

X( (24,)! (2),)! =i+ i)+ —j2)!)
(i +my )t (g = my )t (o +ma)t (= my)! (G+m)!(j —m)!
XZ(—)V( j+m )(j—m)r[jl+m1+V+1]F[j+j2—m1—v+l]

172

A Clj+i+i+2]
(10.472)
and we obtain
<j' bl ><,-, i ]>
jl _jz jl - j2 ml m2 m
- m””l"'mz(sm’,jl—jz(zj + 1)(—)]_]1+2]2+m2
172

X( (21)! 20) =i+ i)'+ - jz)!)
(

Jy+m) (G = m)) (jy +my)! (jo = my)! (G +m)\(j — m)!
XZ(_)V( j+m )(j_m)l"[j1+ml+v+1]l"[j+j2—ml—v+1]

J=hth-v]\ v T[j+j+j+2]
(10.473)
as the product of CG coefficients. Substitution of m, = j,, m, = —j, then gives
<j: _sz ; / j2> = (2) + 1))t Z(_)v (j j JJfIJJlr ;211 V) (J “ht Jz)

T[2j, +v+1|T[j—j, +j,—v+1]

X
T+ + i +2]

(10.474)

The preceding two equations provide enough information to determine the full set of CG
coefficients for any {m,, m,, m}, but we would prefer to perform the summation above in
closed form. Here we simply quote the result

v J

I —hlh—h
because evaluation of the sum is a bit tricky and we are not especially interested, at this
point, in techniques for manipulating such expressions; the details are postponed to the

exercises. We are free to choose the positive root for this particular CG coefficient. Also
note that the fact that j + j, + j, is an integer helps to simplify the phase. The remaining

’ (21)!(270)!

=Qj+ D7
/ (i + = )G+ +J+ 1)

(10.475)




442 10 Group Theory

coeflicients then become

i b
my m

J oy
m> = §m,m1+mZA [-]1’ 12’ ]] (_)j] e

((21+1>(j1+j2 DG+ d = 0)' =i+ )! G +mlG = m)')
X . . .
(]+]1 +]2+1) (]1 +ml) (]l _””1) (]2+m2) (Jz_mz)'
XZ(—)V | (y+my + ) (j+)jp - n.il—.v)!
v!(]—m—v)!(]—]l +]2—v)!(]1 —]2+m+v)!

(10.476)

where the triangle test

U ji=hl=i<i+i
A , 10.477
[J h ]] {0 otherwise ( )

denotes the selection rule for j. Notice that all CG coefficients are real.

Explicit formulas without summation can be found for small angular momenta in stan-
dard compilations. Those references also provide useful symmetry relations for CG coef-
ficients and related quantities, but we will not pursue those details here.

10.7.7 Spherical Tensors

Operators T}, that transform among themselves under rotations as components of an irre-
ducible representatlon of the rotation group, such that

_ ()
RT,, R Z T, Dol (10.478)
m'==j

are known as spherical tensors of rank j. We also require phases to ensure that complex
conjugation properties are the same as those for spherical harmonics, such that

T4m = (_)mTj,—m (10479)
and we define the scalar product of two spherical tensors according to
J
Z AI —m ]m Z'(_)*Aj,—mBj,m (10480)
m=—j m=—j

Similarly, we define tensor products based upon coupling of angular momentum states
according to

|4, ®B), i 2 <,j111 ,5122

my,m,

,51>Aj,m1312m2 (10.481)



10.7 Quantum Mechanical Representations of the Rotation Group 443

Matrix elements of spherical tensors are expressed most simply using the Wigner—Eckart
theorem in the form

. S LA .
Gy | Ty i) = <m,» m‘mf> G T (10.482)

where the reduced matrix element (j (II7}1l j;) is independent of magnetic quantum numbers
and can be evaluated using whatever choices for those quantum numbers that prove sim-
plest. Obviously, these matrix elements vanish unless |j - ji| < j < j,+j;andm = m,—m,
satisfy the selection rules for angular momentum coupling.

For infinitesimal rotations we expand

R 1-igh-J+0[e"] = RT, R > T, —ich-[], (10.483)

Tim]

where 71 is a unit vector and express the rotation matrix in terms of matrix elements of J as

(J)

DomlR] = (j, m" | Exp[—ieii - J]1 j, my =6, . —<J m' |igh - J\j, m) (10.484)
to obtain commutation relations
17, —Z o VT 1 jm) (10.485)

between the components of the angular momentum operator and those of the spherical
tensor. Thus, we obtain commutation relations

Vo Tyl = (10.486)

Vo, T;,,1 = ]m+1\/](] +1)-mm=1) (10.487)

for spherical tensors that are often easier to verify than their transformation properties.
Naturally, we find VA Ty 0] = 0O for scalar operators.

For example, the appropriate linear combinations of a cartesian vector should trans-
form as a spherical tensor of rank 1. To identify those combinations, we express cartesian
coordinates in terms of spherical harmonics as

4771

\/_

—=, [0, 8] + Y, 16, 8]) (10.489)

= Sin[0] Cos[¢] = — Y, 16, 8] =Y, 416, ¢]) (10.488)

= Sin[6] Sin[¢] = \/_

f = Cos[6] = /43—”)/1,0[9, #] (10.490)
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Thus, it is useful to define spherical unit vectors as

1
8, = ——@&+i9) (10.491)
V2
1
o, = —G-if) (10.492)
1 \/E y
ey =2 (10.493)

with the same conjugation property

e =(=)"e_, (10.494)
as spherical harmonics and with the orthonormality condition

@,y

|

ém> = éjn’ : ém = 6m,m' (10495)

Spherical components of a cartesian vector are then obtained using

T =8, | T) (10.496)
such that
X - . v
rg =L Ir=—x+iy= —,/ ) Y, 116, 4] (10.497)
. - . 4r
r=@ I =x+iy=—| 3 rY; 16, ¢] (10.498)
R [471
ro = |y =z= 3 VYL()[H: Al (10.499)
Thus,

1
4 l4
r=r _37( § (_)mYI,—mém =r ?ﬂ Yl : é1 (10500)

m=-1

expresses the basic cartesian vector in a spherical basis using polar coordinates.
The angular momentum operator J is itself a spherical tensor. Thus, we can express its
components in the form

- 1 1
Jay=@ulh)=-—FU,+iJ)=-—=J (10.501)

V2 V2
N 1 1
J_l - <é_1 1) = E(‘]x - ”‘])) = %J_

Jo =2y 10y =J. (10.503)

(10.502)

where one must not confuse the raising and lowering operators, J, and J_, with the spher-
ical components, J,, and J_,, despite their notational similarities. Matrix elements then
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take the form

Gom' VW Ljomy = 5\ GFmG £m+ 1/26,,, (10.504)

Gom' 1yl j,my=mé,, (10.505)

and we can use the special value

<j 1‘j>= m (10.506)

m 0 |m| = ViG=D

to deduce the reduced matrix element

VAR B 6j‘j4/j(j+ 1 (10.507)

where y = 0, £1. Thus, the commutation relations for a spherical tensor can now be
expressed in the form

— i 1]
[ Tyl =+ J(]+1)<m M‘m+ﬂ>7},mw (10.508)

Finally, if 7;,, = V,, is a vector operator with j = 1, we can express these commutation
relations in cartesian form as

[V, V] =ig; ;Y% (10.509)

where the summation convention is employed and i, j, k € {x, y, z}. Notice that this rela-
tionship contains the SU(2) commutation relations as a special case. Although we leave
the algebra to the exercises, this form is very helpful in manipulating operators composed
of products of 7, p, and L.

10.8 Unitary Symmetries in Nuclear and Particle Physics

No discussion of group theory in physics would be complete without at least mentioning
the assignment of elementary particles to multiplets and the dynamical consequences of
their associated group symmetries. The most obvious multiplets are those associated with
isospin symmetry in nuclear physics. The difference between the masses of the proton
and neutron is so small, only 0.14 %, that they can be considered to be two states of the
same particle, the nucleon, that are degenerate with respect to the strong interaction while
the small splitting is attributed to the much weaker electromagnetic interaction. Thus, the
nucleon () is assigned an internal variable, called isospin , that is analogous to spin.
We assume that isospin states transform according SU(2) with generators 7; satisfying the
commutation relations

[Ti’ Tj] = ig; ; T, (10.510)
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and that the proton and nucleon belong to a dimension-two representation with

T?IN) = 3|N) (10.511)
Tylp) = +3Ip) (10.512)
Tyln) = —1In) (10.513)

Similarly, the three charge states of the pion (n*, #°, n~) are practically degenerate and
are assigned to a dimension three representation of SU(2) isospin. The most prominent
feature of low-energy interactions between pions and nucleons is a strong resonance in the
I = 1 partial wave with four charge states labeled A**, A", A% and A~ that are assigned
isospin % Expressing the charge states

7" p) = EZ> (10.514)
[°p) = % ?Z \/7‘12 (10.515)
Inp) = % _31//22 f’ 11//22 (10.516)
Ir*n) = % ?g \/7‘1;5 (10.517)
|n%n) = % _31//22 \/7 ’ 11//22 (10.518)
I n) = ’_33/ /22> (10.519)

in terms of isospin eigenstates and assuming that the isospin 5 L contributions to elastic 7N
scattering are negligible at the resonance, isospin symmetry predlcts that cross-sections
for the charge states will be found in the ratios

o [7T+p] s [ﬂop] conpl=0clrnl:o [non] Lo [7T+}’l] =9:2:1 (10.520)

and data for the resonance region are indeed consistent with these ratios. Isospin symmetry
also plays a central role in the structure of atomic nuclei.

At a deeper level, isospin symmetry is understood to arise from the flavor symmetry of
the interaction between quarks and the near degeneracy between the masses of the lightest
quarks, called up and down (u or d) based upon the older isospin up or isospin down ter-
minology. It is natural to try to extend this symmetry to include also strange baryons con-
taining one or more strange quarks even though the s quark is significantly more massive
than the u or d quarks. The mass degeneracy within the resulting SU(3) multiplets is less
precise, but SU(3) flavor symmetry does help to explain many of the properties of baryons
with useful accuracy. We will not discuss the elegant methods that have been developed
for analyzing the structure of direct-product representations of SU(N), but merely quote a
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Figure 10.4. Weight diagrams for baryons assigned to symmetric octet (left) and decuplet (right)
representations of SU(3) flavor symmetry.

couple of results. The coupling of three quarks, each belonging to SU(3), can be decom-
posed into irreducible representations according to

3@3®3=1@8,;®8,,10 (10.521)

where the singlet is fully antisymmetric, one octet is symmetric and the other antisymmet-
ric with respect to exchange of the first two quarks, and the decuplet is symmetric with
respect to the exchange of any pair of quarks. The mixed-symmetry representations (IMS
and MA) can be constructed by coupling two quarks in either symmetric or antisymmet-
ric configurations and then coupling a third. The singlet is identified with the A(1405)
particle, while the other low-lying baryons are assigned to multiplets represented by the
accompanying weight diagrams. The hypercharge Y is defined so that the electric charge

1+

is 0 = T; + Y/2. Each member of 8, ¢ has spin and parity JP = 5 while the decuplet has
JP=3"

This model of the baryon spectrum was called the eightfold way by Gell-Mann, co-
inventor of the quark model with Zweig, because the SU(3) group has eight generators.
The prediction and subsequent discovery of the {1~ was a major success of the early quark
model. Even when symmetries apply only to one sector of a model and are broken by
another, group theoretical analyses often explain systematics well without detailed theories
or calculations of the underlying dynamics. Subsequent developments in particle theory
have relied heavily on such techniques, but are beyond the scope of this text.

Problems for Chapter 10
1. Which are groups?

Which of the following sets constitute groups under the stipulated law of combination?
Justify your answers:

a) real numbers under multiplication

b) real numbers under addition
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c) all complex numbers except 0 under multiplication
d) rational numbers under multiplication

e) rational numbers under a = b = a/b.

2. Groups of order 4
Prove that groups of order 4 must be abelian and that there are only two distinct groups of
order 4.

3. Class period
Show that all elements of the same class have the same period.

4. Quaternions

Just as complex numbers are generalizations of real numbers to two dimensions, quater-
nions are generalizations of complex numbers to four dimensions. Suppose that g = a +
bi+cj+dk where a, b, ¢, d are real numbers and the quaternion basis vectors 1, i, f, k satisfy
the following multiplication rules

==k ==1 ij=k, Jji=-k (10.522)
a) Show that the set {+1, +i, +j, +k} constitute a group, Q, and that the set of all ¢ is an
algebra.

b) Determine the classes and construct the character table for this group.

¢) Construct a faithful four-dimensional representation and resolve it into irreducible rep-
resentations.

5. Commutator subgroups

Suppose that a and b are elements of group G. The commutator for a b is defined as the
element ¢ € G for which c(ab) = ba. Let H consist of all elements of G that can be
expressed as products of commutators, such that 4 = ¢,c,---c,. Prove that H is an invariant
subgroup of G.

6. Prove that factor groups are abelian

Suppose that H is an invariant subgroup of G. The factor group is defined by F' = G/H =
{H, g H, g,H, ...} where the g; are all elements of G that are not contained in H. Prove
that F is abelian.

7. 3d representation of S,
Construct and verify a faithful three-dimensional representation of S;.

8. Group of matrices with unit determinant

Show that the set of all n X n complex matrices with unit determinant is an invariant
subgroup of the nonsingular complex n X n matrices and that the corresponding factor
group is isomorphic to the set of complex numbers excluding 0.

9. TIrreps of abelian groups
Show that every irreducible representation of an abelian group is one-dimensional.
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10. Symmetries of a square
Show that the symmetries of a square are a subgroup of §,. Display the group multiplica-
tion table and determine the classes and proper subgroups.

11. Rotational symmetries of a tetrahedron
A regular tetrahedron is a solid that contains four sides that are equilateral triangles.

a) Show that the rotational symmetries of a tetrahedron are a subgroup of S,. (We exclude
twists of a single face.)

b) Display the group multiplication table and determine its classes.

¢) Construct the character table.

12. Character table for S,

Construct the character table for S,. (Hint: if you encounter a situation in which there are
two solutions for one of the columns or rows, you should be able to choose the desired
solution by considering the two-dimensional representation for elements of order 2.)

13. Vibrating triangle
Three equal masses m are connected by three equal springs k forming an equilateral trian-
gle in its equilibrium configuration.

a) Construct the potential-energy matrix and demonstrate explicitly that it is invariant with
respect to S;.

b) Use group-theoretical arguments to deduce the eigenvalues for small-amplitude vibra-
tions of this system without solving a secular equation.

14. Vibrating square with central mass

Suppose that four masses m occupy the vertices of a square and that another is at the center.
The corner masses are connected by four springs k and the corners are connected to the
central mass by four springs k.

a) Construct the potential energy matrix for small-amplitude vibrations and verify that it
is symmetric wrt to the symmetry group of a square.
b) Use group theory to obtain the vibrational frequencies. (Hint: use Tr[V.V] to distinguish

between multiple eigenvalues.)

15. Infinite groups are not necessarily reducible
We showed that representations of finite groups are equivalent to unitary representations.
As such, if a representation is partially reducible it is fully reducible to block diagonal
form. This is not necessarily true for infinite groups.

a) Show that

1 = (é f ) (10.523)

for real / is a representation of a Lie group and identify the group.
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b) Show that L[/] cannot be reduced and is not unitary.

16. Monomial representations of translation group

Show that the set P, = {1, x, ---,x"} provides a representation basis of the translation
group T'[a]x = x + a and determine its transformation matrices. Verify explicitly that these
transformation matrices satisfy the group multiplication law 7'[a]T[b] = T[a + b]. Is this

representation reducible? Is it unitary; if not, why not?

17. Time evolution operator for two-state system
A two-state system has the Hamiltonian

H = Hyl - uo - B (10.524)

where H,, is constant, u is the magnetic moment, and B is a constant magnetic field. The
easiest method to evaluate the eigenvalues and eigenvectors is to choose the quantization
axis parallel to B, but the analysis in terms of an arbitrary direction provides valuable
practice with matrix exponentiation and the use of rotation matrices.

a) Use matrix exponentiation to evaluate the time evolution operator for arbitrary B.

b) If the field were along the z-axis, we would write the eigenvectors as (1,0) and (0,1) with
respect to that axis. For an arbitrary direction, we should be able to obtain the eigenvec-
tors using the spin—% rotation matrix. Verify that states constructed in that manner are
indeed eigenstates of H.

18. SO@)

The group SO(4) consists of all orthogonal matrices in four dimensions that have unit
. . . o202 2 2.

determinant, thereby leaving the Euclidean metric x1 + x2 + x3 + x4 invariant.

a) Show that any matrix belonging to SO(4) can be expanded in the form

3
M =Exp|i )" (a,A; + b;B,) (10.525)
i=1
where the nonvanishing elements of the basis matrices are
(A), = —ierju. 1=jk<3 (10.526)
(B),, =—i (10.527)
(B),, =i (10.528)

and where the coeflicients a;, b; are real numbers. Evaluate the commutation relations
for this basis.

b) Show that the six generators for the associated Lie group of transformations acting upon
these coordinates take the form

{A1,A) A3 B, By, By} = {Ay5, Ay 1 A 0 Ay 4 Ay u As ) (10.529)
0 0
A. L= —1 — — X . — 1 .
y u(x, o x; Bxi) (10.530)
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and satisfy the following commutation relations.

[Ai’ Aj] =ig; ;1 Ay (10.531)
[A. B;| = is, B, (10.532)
[B, B;| = ie, ; A, (10.533)

¢) Show that the linear transformation

J = %(Ai + Bi) (10.534)

K. =1(A;-B) (10.535)

l

allows one to decompose SO(4) = SO(3) & SO(3) into two invariant subalgebras and
deduce the commutation relations for the new operators. What is the rank of SO(4)? Is
it simple? Is it semisimple?

d) Determine the Casimir operators for SO(4). Evaluate the corresponding matrices for
coordinate transformations.

19. Lorentz group in one spatial dimension
A Lorentz boost B[v] performs the coordinate transformation

t' = y(t + vx) (10.536)
X' = y(x + vt) (10.537)

where y = (1 —v?)~1/2,

a) Show that B[v] is a Lie group and deduce its law of composition. Interpret this result.

b) Deduce the infinitesimal generator K, evaluate the finite transformation Exp[iaK] in
closed form, and determine the relationship between @ and v.

c¢) Construct the operator for transformation of functions f[¢, x] and discuss its superficial
resemblance to the generator for rotations. How is it related to the Galilean transforma-
tion?

20. Lorentz group

a) Construct matrices K; for infinitesimal boosts and L, for infinitesimal rotations of a
Lorentz four-vector. Then evaluate the structure constants for the Lorentz group and
verify compliance with the Jacobi identity. What is the rank of this group? It is important
to recognize that these matrices comprise a particular representation of the abstract
group that is defined in terms of their commutation relations, which are more general.

b) Evaluate the metric and show that the Lorentz group is semisimple. Express the Casimir
operator C; in terms of L and K and obtain the corresponding matrix for this particular
representation.

¢) Show that there are linear combinations of L and K that allow the Lie algebra to be
separated into two disjoint subalgebras; in other words, show that commutation relations
for each subalgebra are closed and do not involve operators from the other subalgebra.
Then construct the Casimir operators for each subalgebra.
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21. Alternative representation of Sfors=1

The infinitesimal generators derived in the text for the s = 1 representation of SU(2)
do not diagonalize S;. Find a similarity transform that diagonalizes S5, with decreasing
eigenvalues on the diagonal, and makes S, real. Then verify that the proper commutation
relations are obtained in the new basis.

22. SUQ)
SU(3) matrices are conventionally parametrized in the form

U= Exp[—%@ﬁ : X] (10.538)

where 6 is a real number, 7 is a real unit vector that represents an axis in the internal
coordinate space, and

010 0 -2 0 I 0 O

Ar=|1 0 Of A=l 0 0f A =(0 -1 0f, (10.539)
0 0 0 0 0 O 0 0 O
0 0 1 0 0 —i 0 0 0

A,=10 0 Of, As =10 0 0], Ag=(0 0 1}, (10.540)
1 00 i 0 O 010
00 O | 1 0 O

A, =10 0 —if, Ag=—=[0 1 O (10.541)
0 ¢ O V3 0 0 -2

are traceless hermitian 3 X 3 matrices. The appearance of Pauli matrices in the upper-left
blocks of {A}, A,, A} reveals an SU(2) subgroup.

a) Tabulate the structure constants for this group and verify that they meet the requirements
of a Lie algebra.

b) Show that anticommutators can be expressed in the form
oA =04+ 0 =6, +df ), (10.542)
and tabulate d; ;.

¢) Evaluate Tr 2,4 .

23. Baker-Haussdorff identity
Verify the Baker—Haussdorff identity.

24. Does orbital angular momentum / = 1/2 exist?
Show that the ladder operators for orbital angular momentum take the forms

L, = +Exp[+i¢] (% + iCot[H]%) (10.543)
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in polar coordinates. Let the eigenfunctions for a hypothetical system with / = % be repre-
sented in the form

W) = ulle’”? (10.544)
1 = VIOl (10.545)

and use the requirements

Ly,,=0 Ly_,,=0 (10.546)
to obtain first-order differential equations for u[6] and v[d]. Finally, show that

L_u#av, L,v+bu (10.547)

where a and b are constants. Therefore, a representation of SO(3) with / = % does not
exist. More generally, one can show that eigenfunctions of L? and L; must have integral /.

25. Weights for one-dimensional Lorentz transformations
Recall that the law of composition for the group of one-dimensional Lorentz transforma-
tions is expressed either as

V1+V2

v =dlven]= T (10.548)
for the velocity parametrization or as
my = [n.m]=n +m (10.549)

in terms of rapidity v = Tanh[n]. Evaluate the density function for group integration using
both parametrizations and then re-express those results in terms of dp/E.

26. Compare left and right densities
Suppose that matrices of the form

et b
(O 1) (10.550)

represent a Lie group. Determine the group multiplication laws for {a, b} and then evaluate
both left and right invariant densities for its parameter space.

27. Density for Euclidean transformations
a) The transformations of the Euclidean plane that preserve distances can be parametrized
by the three-parameter group

X' =a+xCos[0] + y Sin[6] (10.551)
Yy = b —xSin[f] + y Cos[6] (10.552)

Evaluate the left and right invariant densities.
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b) Alternatively, the Euclidean symmetries can be parametrized as

X' = pCos[¢] + x Cos[6] + y Sin[A] (10.553)
y' = pSin[¢] - x Sin[0] + y Cos[6] (10.554)

Determine the density function for this parametrization.

28. Density for SU(2)
a) Show that

(p0+'2’.’3 ”2”:”1) (10.555)
Dy tip; Py —1Ip;

with real p; constrained according to p%) =1- p% - p% - p% is a parametrization of SU(2)
with three parameters. Evaluate the left and right densities.
b) Show that the angular parametrization

( e Cos[0] €™ Sin[d] )

—e™¥ Sin[g] ™ Cos[6] (10-556)

is also a parametrization of SU(2) and use the preceding result to deduce the corre-
sponding density without working out the composition laws for these parameters.

29. Homomorphism between SU(2) and SO(3)

Here we ask you to use MATHEMATICA® or other symbolic manipulation software to com-
plete some of the steps in the demonstration of the homomorphism between SU(2) and
SO(3). This can be done by hand, of course, but would be tedious. Let

U - ( Po+ipy Py I{PI) (10.557)
—Py tip; Py~ lP3

where the parameters are real and where
p(z) =1- p% - p% - p% (10.558)

ensures unitarity. Also let

_aa_| 2 X =iy
p=T7-0 (x viy -2 ) (10.559)
Evaluate p’ = UpU~" and deduce the 3 X 3 matrix A that performs the rotation ¥ = A7.
Demonstrate that A is orthogonal and that Det[A] = +1.

30. Rotations using space-fixed or body-fixed axes
The text describes two methods for parametrizing rotations in terms of Euler angles. The
first,

Rla, B, y] = R [YIR,[BIR [a], (10.560)

employs a sequence of transformations based upon axes embedded in the physical system,
described as body-fixed axes. Each transformation produces a new set of coordinate axes.
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The second,
Rla, Byl = R [«IR,[BIR [v], (10.561)

describes a sequence of transformations using a common set of axes, described as space-
fixed axes. Prove that both methods produce the same rotation.

31. Commutation relations for orbital angular momentum
Verify that the differential operators for orbital angular momentum satisfy the commuta-
tion relations [L;, L j] =ig; i Ly

32. Explicit formula for special CG coefficient
We derived the formula

. . . 2
<J1 A j >
i ==

= 2 + (=)

J+ih—J J=h+J
xzy](—)v(j_j]jrjzfv)( ! 2) (10.562)
XF[2j1+v+1]F[j—j1+j2—v+1]

T[j+j,+j,+2]

in the text and would like to perform the summation. Use the identity

yIln+v+1] (k)  Tlk+m-n]l[n+1]
Z(_) [lm+v+1] (v) " Tlk+m+ 1T[m - n] (10.563)
to obtain
. . . 2 Y Y
<J-' o] > =@Q2j+ D—— (2.]1)'.(2]2?' . (10.564)
Ji =hli= ) Uy + do = ) (jy + o+ + 1)

33. Integration of three spherical harmonics
Evaluation of matrix elements of spherical tensors often requires integration of a product
of three spherical harmonics. Evaluate

fn%mwn%mwm%mwﬂl (10.565)

in terms of Clebsch-Gordan coefficients. Then deduce the reduced matrix element (/5 |l
Y, 1),
2

34. Commutation relations for products
Demonstrate the following commutation relations for products.

[A, BC] = B[A, C] + [A, BIC (10.566)
[AB,C] = A[B,C] + [A, C]B (10.567)
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35. Commutation relations for vectors
a) Verify the commutation relation

[Li’ Vj] =i Vi (10.568)

where L is the orbital angular momentum and V is an arbitrary vector operator. Thus,
show that L -V = V - L for any vector operator V.

b) Verify [L, A- B] =[L? A- B] = 0 for arbitrary vector operators A and B. Do not assume
that A and B commute.

¢) Use commutation relations to verify that A x B transforms as a vector under rotations.
Do not assume that A and B commute.

d) Next, show that
VXL+LxV =2V (10.569)
for any V. For example, the identity
S SRR SO
r:z—i(rxL+L><r) (10.570)

is often useful.
e) Show that

[L2V]=i(VXL-LxV)=2(V+iVxL) (10.571)
for any V. Thus, [L2 L] = 0.

36. Commutation relations involving 7, p, and L
Derive each of the commutation relations listed below. Here p = —iV, L =7 X p, ? = 7/r.

N N

a) [P #] =2 (F+itxL)= & (xL-Lx#)

b)[pxL L] =4#xL
[Lxpt]=ELxF
[PxL-Lxpt]=%4(FxL-Lx7

) pxL-pxL=pL?
PXL-Lxp=-p*(L*+4)
Lxp-pxL=-pL?
Lxp-Lxp=pi?

37. Runge-Lenz vector for hydrogenic atoms: An example of dynamical symmetry
In this problem we use group-theoretical methods to analyze the spectrum of hydrogenic
atoms without ever solving a differential equation. The method relies upon a generaliza-
tion of the Runge-Lenz vector which, for the Kepler problem, points in the direction of
the major axis of an elliptical orbit. The conservation of the classical Runge—Lenz vector
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demonstrates that there is a dynamical symmetry for the inverse-square law that leads to
closed elliptical orbits; small violations of this symmetry in general relativity are respon-
sible for the famous precession of the perihelion of Mercury. One can show that the n?
degeneracy of energy level E, in the Bohr model of hydrogenic atoms arises from a similar
dynamical symmetry described by conservation of a quantum mechanical generalization
of the Runge—Lenz vector. Here we guide the student through an analysis that is relatively
straightforward, even if some of the algebra is tedious.

a) Show that the symmetrized Runge—Lenz vector
A=a(pxL-Lxp)-+ (10.572)

is hermitian and that it commutes with the hamiltonian
2
-k (10.573)
2u r
for a suitable choice of a (real). Thus, there is a dynamical symmetry and the full sym-
metry group is based upon the six generators L and A.

b) Show that

2H
AN =1+ (" +1 10.574
2 ( ) ( )
¢) Show that the symmetry operators satisfy the following commutation relations:
[Li’ L_,-] = ig; ;L (10.575)
(L, A = ig; ;A\ (10.576)
2H .
(A A =- i i (10.577)

d) The presence of H in the preceding commutation relations shows that {A, L} do not
form a Lie group with respect to the full Hilbert space. However, if we define new
Runge-Lenz operators according to

/ 2H -
= [-—51 (10.578)
k

where H — E within any subspace with common energy E < 0, the commutators for
{A, L} do form a closed algebraic system. Demonstrate that the new system is closed.
Then evaluate the commutation relations for the linear combinations

>l

J=1(L+17) (10.579)
k=1 (Z - i) (10.580)
and prove that their structure constants satisfy the conditions required for a Lie group.
Construct the Casimir operators, identify a complete set of quantum numbers, and spec-

ify their allowed values. Note that for this system one of the Casimir operators is actu-
ally redundant.
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e) Use J? to compute the energy eigenvalues and determine the degeneracy of multiplets.

38. Landé formula and deuteron magnetic moment
In this problem you will derive a formula that is often useful in nuclear or atomic spec-
troscopy and then will apply that formula to analyze the magnetic moment of the deuteron.

a) Suppose that V is a vector operator. Show that

<j,m|7-‘7|j,m>

Gnvi gy = — (10.581)
VJG+1D
for j > 0.
b) The magnetic dipole operator for the deuterium nucleus takes the form
fi=g,5,+g,5,+ 3L (10.582)

where § , and S'n are proton and neutron spins and where the factor of % for the orbital
angular momentum L arises because only the proton carries charge and it carries half

the total orbital angular momentum. The ground-state wave function can be expressed
as

lvy) = a|®s,) +b|°D,) (10.583)

where @ + b = 1 and where the standard spectroscopic notation specifies >*1L,.
Evaluate the magnetic moment, defined by the matrix element

p={J,MlplJ M) (10.584)

for the aligned substate with maximum magnetic quantum number. Given that g, =
5.586uy, g, = —3.826u,, and u, = 0.857u, where u, is the nuclear magneton, esti-
mate the D-state probability, #*>. Note that this model omits the contributions due to
meson exchange between nucleons, but still gives a good approximation to the D-state
admixture in the ground state.
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